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Evyapiwotiec

Apywcd, o MBela vo guYOPICTAC® TOV €oMYNTN NG epyaciog pov k. ['empylo
Anuntpokdkn, yoo TV avabeon g mopoVcOS TTUYLNKNAG KOl YL TNV EUTIOTOGVUVN
TOL LoV £O€1EE YO TN HETAPPAOT] TNG OO0KTOPIKNG TOL OaTpIPNG, AL Kol Yio TV
moAbTIUN Ponbeta kol KaBodnynom mTov Hov Topeiye Katd TV SLAPKELL TNG TTUYLOKNS
pov gpyaociag. Téhog Ba O VO ELYOPIOTNOW® TNV OKOYEVELL LLOV Y10, TNV DAIKT KOt

N0 vrooTPIEN Kad’ OAN TV O1EPKELD TOV GTOVODV LOV.



Iepinyn

X€ 0T TNV TTVYIOKY EPYACIO ETITLYYAVETOL 1) LIOCTAPIEN EPELVNTIKOD EPYOL
pHéco amd TN UETAPPOOT] UG OOUKTOPIKNG JTPING TAVED GTO OVTIKEILEVO TV
NAEKTPOVIKADV 16YV0G, 0ALA KO e TNV LIOOEIEN KATAAANAOV AoYioHKoy avalTnong,
oLALOYNG Ko opyavmons PBiproypapiog, €metto amd oyeTikn diepedvnon oe éva
oVvoAo Oldpopwv aviictorywv epyareiwv. Emiong, omovdaio pépog tng epyaciog
AQLEPDOVETAL GTNV OVAALGY] TNG ONUOCIOG YVMOONG TNG TEXVIKNG opoloyiag oTo
EMAYYEAUA TOV NAEKTPOAOYOV pNyavikoy Kot otnv pebodoroyia opbng petdppaocng
TEYVIKOV KELEVOU.

[Tio ovykekpyéva, yivetar HETAEPACT, Omd TA EAANVIKO OTO OYYAIKA 1TNg
OOKTOPIKNG SoTtpiPng HE TITAO: «AlEPEHVIOT TOV OTOAEIDOV TOV HOYVINTIKOV
oTolEl®V JPPEOUEVOV amd LYIoCLYVE PELLOTA VIO EQPAPUOYEC OE  OLOTAEELS
NAEKTPOVIKOV 15Y00c» T0v ['edpylov Anuntpokdkn, Ap. dvcikov tov Ilav/piov
[Motpdv. Axopa yiveror petdppacn OAOV ToV KEWEVOV EVTOG TG STPIPNG, Kot Yo
000 amd TO GYNUOTA LENPYXE M OLVATOTNTA VO avVTIKATOGTAHOOV amd KaALTEPNG
gvkpivelog avtikotaotabnkay M eneepydotnkov pécm tov Aoyoukodv Corel Photo
Paint kot Matlab. T v mapandve peta@pactikn epyacio aviAndnkay TAnpoeopisg
OYETIKEG LE TNV AVTIGTOLYI0L EAANVIKNG Kot ayYAIKNG opoAroyiag amd online Ae&ukd Ko
GAAeg TNYEG TOL OladtkTVOoVL. [ TN dnpovpyia TV teMk®v .docx kot .pdf apyeiwv
£yve ypnomn o€ vroAoylot Twv Aoyispuk®v Word kou Visio tov MS Office, kabdg ko
évag online pdf combiner.

IV GLVEYEWL TNG €pyaciog YIVETOL OvOPOPA GTNV UETAPPOCT] EMIGTNLOVIKOV
KEWEVOV, OAAQ Kol GTY] OTOVdNOTNTA TOV aLTH €Yl Yoo Tovg gpevvntés. Emiong
YIVETOL (0L ETIGKOTNOT GTO. OQEAT TNG OpYyavmons g PipAoypapiog otn cuyypoen
TTUYLOKOV epyactdv. EmmpocBétmg, yivetarl emAoyn Tov KOTAAANAOL AOYIGHIKOD, TO
omoio Aoyopikd aflohoyndnke cvykpitikd Kot pe A0 doTe Vo emAeyel ®G TO
AertovpykdTEPO, HE KPPl TNV €ELANPETNON TOV AVAYKAOV OPYAVMOONG TOV
d€GOUEVOL DATKOV, TN GIAIKOTNTO TTPOG TO YPNOTN, TNV TPOOTTIKY LEALOVTIK®OV updates
K.0.

Téhog yivetar avalnmmon g debvovg Piproypaeiog 6To YEVIKO OVTIKEILEVO
Power electronics: converters, semi-conductors, switches, passive components, mov

té0nKe omd Tov gpevvNTN K. ANuUNTpaKak, Kobmg Kot po mpodyepn HEAETN Yo TV



a&oroynon mg. To vk Ppioketon oe niektpovikn popen| (.pdf apyeio) kot £ytve n

apyeloBéTnon Tov pe ™ ypromn tov Aoyiopkov Reference Manager.
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Kepdldoio 1

KEDPAAAIO 1

META®PAXH EEEIAIKEYMENOY KEIMENOY

1.1. T'evikd otovyeia

H épevva 610 medio Tov NAEKTPOALOYOL pUnyavikoD, OTmg Kot 6€ KAOE eMoTNHOVIKO TEdiO,
Eexwvdel mavta pe T GLAAOYN, peAETT, alloAdynon kot taStvounon g Piprloypapiog g
OYETIKNG HE TO €KACTOTE €0IKO oavTikeipevo. Me 1o Opo  «Piphoypagion evvoodpe
omoladNmote TANpoopia mpoépyetan and agidmotn wnyn. Tétoeg mnyég eivar cuvnBmg ot
ONUOGIEVGELS GE OlEBVI] £YKPITOL EMGTNUOVIKA TEPLOOIKA KOt cLvEdple, To Pipiia amd
YVOGTOVC €KOOTIKOVG OIKOVG, TOVETIGTNUINKEG EKOOCELS, OOOKTOPIKEG OlTPIPES Ko
TTUYlOKEG epyaoies, eedikevuéva websites (LTapyovy Kal online EMGTNUOVIKG TEPLODIKAEL),
EYXEPIOL KOTACKEVOAOTMOV KA., VO €lval adlopEIGPNTNTO YEYOVOG TG 1 TAEWOVOTNTO
aVTOV TOV TANPOoPOopldV datifetanr ota ayyAwkd. H dudyvon eEdArov tng mapayodpevng
yvoong (6tav kdatt té€too eivon emBopntd Kot OV EMOIMKETOL 1 AVATTLEN EUTOPKOD
TPOIOVTOG 1 M KATOYLPMOT KATO0G TATEVTOG) Yivetor péoa amd to idto mwpoavapepOévta
péoa kot TdAl cuvnBmg ot oy YAKA.

‘Eva axépo yeyovog elvatl 0Tt HETAPPAGEIS TOV TOPATAVE TEXVIKMOV KEWEVDV PBpickovpe
ocuvnBwg povo yia kdmota BiAia, pe tnv mowdTa TG HETAPPACNS VO, £lvol GLUVAPTNOT TNG
OYETIKOTNTAG TOV HETAPPACTN HE TO GOLYKEKPUEVO OvTIKEINEVO. Agv glval omdvio 1
LETAQPOCT GE CTOLOOLN EMGTNUOVIKA GUYYPAUaTO va oyyilel Ta Opla Tov Padpov dOTL —
TPOPAVOG— 0 €kOOTIKOG oikog avébeose To €pyo owtd oe AdBog AvOpwmo. AdakTopikég
STPIPEG KOl TTLUYLOKES E€PYACIES MOPAUEVOVY GTN UNTPIKY YADGGOH TOV GULVIAKTN TOLG
(omaviog 1W0pvPATO VA TOV KOGHO DTOYPEDVOLY (MOTE 1 CLYYPOEY| TOVG Vo, YIVETOl OTA
ayyMKd), eved To TEXVIKA €yyepidla, av dev elval poOvo ota ayyAKd, TPOCOEPOVTOL GE
TEPLOPIGUEVO 0pOUO YAMGGOV, e EAEYYOUEVT KoL TTAAL TNV TOLOTNTO TNG LETAPPUCTG.

Téhog, mpémer va avagepBel 0TI 0 VEOG UNYOVIKOG TOL KOAEITOL ®F VLRTOYNOLOG
epyalouevog and etorpiec Tov £MTEPIKOV 1 Kot PEYAAEG eTanpieg TG NUESATNS (TOALEBVIKES
N O6xv), ovyva opeilel vo cuumAnpmacetl online POPUES, VO dMOEL GUVEVTEVEELS, VO TEPACEL

TEOT KOl VO, KAVEL TOPOVCIAGES OTO ayYAIKA, eved (nteitan (av vIapyel) OvVIiypago oTo
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ayYAMKG TNG TTUYOKNG £pYAciag 1 TG OTpIPng. Ztn ovvEyela, umopel va tov {nmbet dote
OA M ypamT) emMKOW®VIK oTo TAOicl NG gpyaciog Tov va eival ota ayyAkd. Eivon
TPOPOVEG TG Y10 OAOL TO TOPOTAVE OTOLTEITOL KOAT YVAOOT NG OYYAKNG, EVYEPELD GTO
Ypamtd Kot TPOPopkd Adyo, 0AAG Kol GPLoTN YVOOY TNG E0IKNG TEYVIKNG 0poioyiag oTa

ayyAKdL.

1.2. H évvowa TG petdopaong

O 0pog PETAPPOOT, OMMOC KOTAYPAPETOL CNUEPO, TOPOLGLALEL Mio GLYKEYLUEVN KOl
SupopovLEVN YPNOT OEOOUEVOL OTL, OvOAOYd PE TO YAMOOIKO meplBdAlov 610 omoio Tov
GLVOVTOVLE, LTOPEL VL INADVEL: T dladikacio petdfacns and pio yAdooao og pio GAAN, apa
pio vonTikn dlepyacia, YVmOTH Kol O «LETOQPALEVY, TO ATOTEAEGLO AVTAG TG JLOOIKAGTOG,
Gpo pio CLYKEKPIWEVN YAMOOIKN OVIOTNTO, TO «UETEPPOCO» ONAadN, Kot TEAOG, Mia
aenpNuévn €vvola Tov ePLapPdvel TOGO TN O1aOIKOGI0 0G0 Kot TO TEMKO AmOTELECLLA TG
dwdkaciog avtne. Opwmg 0ev €xel EMKPATNOEL KATO0G GUYKEKPYEVOS OPIGUOC Yo TNV
gvvola TG HETAPpaong YU avTO Kol ONUOVPYEITAL KOl VTN 1) GVYYLON. X€ TOAAEG EMIGTNLLES,
0 peAeTNTNG OTOV £PYETOL OVTIUETMOTOC UE KATOO0 EUMOOI0 TOL OGVTIKEWWEVOL TOL EYEL TN
dvvatdtrTo va ovotpeEel otn Bewplio KoL TOLG OPICUOVE TNG EMGTNUNG TOV. AVTIBETOC, O
petagpactng dev €xel avtd 10 mAgovéktnua. [lapodia avtd av Oéhape va opicovpe Tt
onuaivel petappoon, Ooa Aéyoue 0t petdepaocn (oto ayylkd translation) sivon n anddoon
TPOPOPIKOV N YPOTTOL AOYOL amd pio YAOooo (Tnyr]) o€ o dAAn YA®ooa (6tdyoc). O dpog
OMADVEL TOGO TN J1dIKAGT0 LETOPOPAS OGO KOl TO OTOTEAEGHA, 1) GTEVY] OLTI] GNUOGI0 TOV
Opov OLMG aopd Hovo ta ypartd keipeva. Otav n petdepacn eivol Tpo@opikt| TpoKeLTOL
ywo depunveia (oto ayyAwd interpretation). H petdopoon givar n petapopd tov voruatog,
NG OOUNG KOl TOL VOOVG T®V OTOLEIWV, PPAGE®V NG YAMOCOC-TNYNG TPOG TN YAMGGOL-
ot6y0. Eivan pia mepimiokn kot moAvoidotarn dadwkacio 1 oroio omaitel ovaAvon, Yvmon
Kol Kotavonon g kabe eUmAEKOUEVNG YADOOOG, OAAGL KOl TOV TOATICTIKOV Kot
TOATIGKAOV TOpayOvVI®V Tov GVUPaAAovY ot dnpovpyio Kot eEEMEN TG KABE YADGGOC.

H petdopaon eivor puoa moykoouo ovOpomivn dpactnptotnta mov kabictato avoykoio
oe OAEG TIG €MOYEG AOY® TOV TOAMATAGDV EMAP®V, Ol OMOIEG EMPAALOVIOV OVAUEGO GE
KOWOTNTEG 1| G€ GTOWO TOV HAOVCAY SPOPETIKES YAMOooeS. TIptv amd v emvonon Kot

J1ad0oT TG YPAPNS 1 LETAPPOUCT NTOV TPOPOPIKN Kol YIVOTAY TOLTOXPOVA LE TI GLVOUIAAL.
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Ye Kowwvieg omov eiye kobiepwbel n ypagn, N HETAPPOCT 1GOOLVOUOVCE LE UETUTPOTN
YPOTTOO KEWWEVOL amd T pio YA®God otnV dAAN. H ypamt petdeppoot, enedn dev vanpye
Kot tieon ypdvov emETpeEmE KOADTEPT EMEEEPYOTIO MG TPOG TO VYOG Kol TN XPNOT EOIKOV
opwv.

Toco ta teyvikd OGO Kol TO EMOTNUOVIKA Keipeva mapovostalovv GAAov  €idovg
wpoPAuata otn petdepact. Ta mpofAnuata estialovrol Kupiowg oty avalntnon Kol 6TnV
anodoon v 6pav. Ta mpofiiuata avtd Ba avaivBovv ce emodpevn €vOTNTO, GUUPOVO
HAAIOTO Kot pe TIG OUOKOMES OV OVTIYETOMIOTNKOYV OTN UETAQPAOCT] TNG OOUKTOPIKNG
dwTpifmg ota mhaicla g mopovcag epyaciag. Kabe emotiun €xet v own g yAdooo —
€0IKN YA®GGo— M Omowa ypnotpomotel Kot €0k oporoyia. H poaydaio mpdodog dpums g

TeXvoLOYiag Exel fondncel 0pKETA GTO VA OVTILETOTIGTOVV QLTOV TOV €100VG T TPOPANLOLTAL.

1.3. Tv eivar 1y opohoyia;

H avdykn tov emompuévov va emKovmvoly Kol Vo eKepalovy TiG 106G TOVG KOl TIG
Bewpiec Tovg cvvoéetal Guesa pe T OMIOLVPYIK TNG EWIKNG ETICTNUOVIKNG YAMOGCOS, TOV
glval gvpémg yvoot) ¢ opoloyia, Wdwitepo oTig péEPEg pog, e€attiog g mPoOoov Tov
ONUEIDVETAL OTIG EMGTNIES KO GTI CLYKEKPUUEVT TEPIMTOGT GTOV TOUEN TNG NAEKTPOAOYING.
H emotmun tov niektpordyov punyovikod kot OA®V TV KAAO®OV TOL GLVOELOVTOL UE TNV
NAekTpoAoyio, OMMG 1 MAEKTPOVIKN UNYOVIKY, 1 OPYLTEKTOVIKY] VTOAOYICT®V, Ol
TNAETIKOWV®ViEG KAT, Tapovostdlovy Wwitepn {Non kot avantuén. Mo T060 EQapUOGUEVN
emotUn Ommg 1 NAekTporoyio xpNGYLOTOLEl TOVG d1KOVE TG KAOJIKEG, TN O1KY TNG YAMOoO,
dpo kot v Owkn ¢ oporoyia. Emopévac, copemva pe ta mopamdve, oporoyio eivar éva
OUVOAO HOVAO®V EKEPOONG Kol emiKowvmviag (YAwoowd epyoieio, oOuPoio KAT.) oL
EMTPEMEL TN LETAPOPA TNG EEEIOTKEVUEVIG YVDOTG.

H e&éMén g emomuovikng okéyng €pepe TV €EEMEN NG EMIGTNUNG KO 1 EMOTAUN
épepe Vv eEEMEN TG EMOTNUOVIKNG YA®GGAS, 1 ontoia otnpiletor otnv opoioyio. H ypnon
GLYKEKPIUEVNC OpOAOYiG TPONADE O TNV aVAYKT KOTAGKELNG LI TEXVIKNG YADGGOG LEGM
¢ omoiag kGBe emotAun Ba eiye T SOLVATOTNTO VO AVOOOUNGEL TNV TPAYUATIKOTITO KO VO,
LETOOYNUOTIOEL TNV KON eumelpio o€ EE1OIKELIEV YVOOT).

H opoloyio eumiéketoar o OAeC TIC EMPUEPOVS EMICTNUOVIKES OPACTNPLOTNTEG TTOV

AVTITPOCOTEVOVV Kol S10did0VV TNV €EEIBIKEVIEVT YVDGT, OTTMOG 1] EMGTNUOVIKNY KOl TEYVIKY|
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HETAQPOOT, TN OWACKOAID YAOMOG®V Y10 €101KOVS OKOTOVS, 1 YPOPn TEYVIKOD AdYOL, T
dwaokaiio 0k®OV Bepdtov, N TeKuNnpimon, ot texvoloyiec mov oyetilovtol Ue TIC E101KEG
YADGGOEG, 0 YAMOOIKOS GYeSOUOG, M TEYVIKN Tumomoinon kAm. Me dAla Adyla, Omov
yperalovtat E01KEG YVAOOELS XpedleTOL OpoAOYiQL.

O1 0poAOYIKEG EPYOCIEC GTN UETAPPUOT] TOV EOIKOV YAOGCOV glvat:

1. H avalnmon kot eEaymyn 0pmv amd T0 HETOPPOUCTED KEIEVO.

2. H avayvdpion g £vvolog kot Tov GuyKeipevov 6mov opiletat ) évvola 1 poptupeitot
N XPNOT NS Kot 0 TPOGHIOPICUOG TOV OLOKPITMOV YOPAKTNPICTIKMY OO GUYYEVIKEG
£VVOlEG.

3. H avayvopion Tov SlopopeTiK®v OpmV TOL YPNGILOTOI0VVTOL Y10, TV DITOINAMGN TNG
€VVOL0G OE GYETIKES YAWGGIKES GUAAOYEG KOL 1] AVTANGT OPOAOYIKOV TATPOPOPLOV
aglomoudvtag oporoykovs mopovg, dnwg Phoelg oporoyikdv dedopévav m.y. IATE
[Interactive Terminology for Europe], (web site: https://iate.europa.eu)

4. H emoyn tov TAE0V KATAAANAOL Gpov.

5. H avagopd tov Babpov amwodektdTNTOg Y10 TOVG AOUTOVE YPNOULOTOIOVUEVOLS OPOVG
GTO TAQIGL0 ¥PONG KOl EPAPLOYNG.

6. H xotaypaen T@v oporoyikdV d£d0UEVOV Kol TPOIOVI®OV TOV EPYACIOV MG LEPOS TNG
HETAQPOONG 1 Yoo HEAAOVTIKN xpnon omd petagpaocti. H ocvotmupatikn cvAioyn
OPOAOYIKOV ~ TANPOPOPLOY  OlvEl GTOVC  UETOPPOCTEG TN OLVOTOTNTO VO
TopaKoAoVOOVY KoL VO ETOVOYPNGLUOTOOVV TNV EUTELPOYVOGIO TOVG, €V

TAVTOYPOVA OLEVKOADVEL T1 GLVEPYOGTIa PLe AAAOVG LETAPPACTEG.

Ymnv EAMGda n Oporoyio exkmpocmmneital kupimg and v EAETO [EAAnvikn Etoipeio
Oporoyiag], (web site: http://www.eleto.gr). Aertovpyet amd o 1992 ko givor veHOvvn Yo
™ Onuovpyia EAMANVIKOV OpOV 0 GUYKEKPYEVOVLS TOUEIS Kol €xel OKOTO TNV TTpodinon
OTOV EAMANVOP®VO Y®POo TG emoTung ™S Opoloyiog kot v avamtuén g EAANVIKNIG

oporoyiog 6e OAOLG TOVG TOUEIC.



Kepdldoio 1

1.4. Tveivan 1 e€erdikevpévn petdopaoocn;

o va umop€covpe Vo KOTOVONGOLUE TL ONUOIvEL €EEIOIKELIEVT] HETAQPOCT) TTPEMEL
TPAOTO Vo KotaAdBovpue Tt etvon 1 eEgdtkevpévn YAmooa. H eetdikevuévn yYA®ooo dlapépet
amd TNV «KOW®MG» OWAOVUEVN YAMOOoWM, OGOV a@opd TNV Ypnomn e, Kobmg Kol Tig
TANPOPopies TIG omoieg petaPépel. Xoupava, pe v dmoyn g Cabré [Common Language
Versus Specialized Language] (1998, oto Coanca, 2011), Oa propovcape vo todue mmg ivat
é€va. VTOGHVOAO NG PLUOIKNG YAMGGAG, KOOMS amotedeital amd 101K oporoyio Kot E101KO
Ae&\OY10, TO OTOL0 OYETICETOL [LE GUYKEKPIUEVO EMAYYEALD 1) dPAGTNPLOTNTA, KATL TOV OEV
oLUVOVTATAL OTNV QULGIKN YA®ooo. Me dAla Aoy, kGBe KAGSOG TG EMGTAUNG Kol TNG
TEYVIKNG €xel TN O 1oL YA®ooa mov Pacileror otn Ok tov €Wk oporoyia. T
TapAdeya, €vog Opog oV Y¥PNCHLOTOlEiTOL 6T KOONUEPIVY YADGGCO, OOKTO SLOPOPETIKN
évvolo Kat yivetar Ayotepo okpipfg o€ oxéon pe To avtiotoryd Tov otV €EEIOIKEVUEVT
YADGGA.

['evikd, av Bélovpe va amodmdcovpe T onuacio g Hetaepacng Ba Aéyape Ot givor 1
dwdkacio katd tnv omoia yivetor amomelpa avacvvOeong NG aKPPBESTEPNG 150dVVAUNG
TPOGEYYIONG TOL UNVOUOTOG TNG YADGGOG-TNYNG OTNV YAMOOO-GTOX0, TPMTU G EMIMEOO
EVVOLDV KOl KOTOTY 6€ eMimedo VOovg. AnAadn], apeOTEP T KEILEVA TPETEL VO LETAOIO0LV
70 1010 WVLHO GTOV PEYOAVTEPO BaBLd OV TOVG EMTPETOVY Ol PLGIKOT TEPLOPIGHOL. TETO101
nePLOPIoHOL £fvat To EVVOl0A0Y1IKO TANIG10, Ol YPOUUATIKOL KAVOVES Kot TV dV0 YAOGC®OV, TO
GUVTOKTIKO, Ol GLYYPOPIKES GLUPACEIS Kot ol avticTtoyotl Wwwpaticpol. Me Bdon Oia Ta
TOPOTOV® UTOPOVHE Vo TOVRE OTL 1M €EEOIKELUEV pHeTAPpOoT €ivol TO amotélecua
npoomabeldv yio vo ta&vounbel n opactnpotTa TG HETAPPAONG UECH TLTOAOYIDV 1
KOTNYOPLOTO|GEMY, OGTE VO KAVOLV TNV OKEWYTN KOl TNV EMKOVOVICL GTN HETAPPOOT
evkoAdtept. Kodvmtel ta media tov e€edikevpévav ntmudtov, énwg ival n eToTAUn Kot
TEYVOAOYIQ, TO LAPKETIVYK, TOL OIKOVOULKE, TOL VOULKGE, 1 TOALTIKN, 1] WOTPIKT, T0 HEGO LOLIKNG
evnuéEP®ONG, Kabdg Kot GAALOLS TOUELS.

[Tpoonabfdvtag vo cuvoLAGOLE GTOLXEID OO OPIGHOVG GYETIKG pe TNV e&eldkevpévn
EMKOWVMVIDL Kot TN HETAPpacn Ba umopovoape vo Tovpe 0Tt €vag amodekTOC OPIGHOG TG
eEe1dtkevéVIG pethppaons etvar: 1 eEmtepikevon eEEOTIKEVUEVOV YVOOTIKOV GLGTNUATOV
Kol NG YVOOTIKNG enelepyacioc, otabucpéva kot emieypéva amd to keipevo-mnyn, otoyeio
oV LUOKEWTOL OTNV KPIoT TOV HETAPPOCT] N TOL OVOYVAOGCTN Yoo T0 ToOG Bo To

YPNOLOTOMoEL KaBMG 0 pHetaPpactng o Tpémet va eEaydyetl OAN TNV GYETIKN YVAOOT| HECH
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™G €0MTEPIKELONG TV EEEWOIKEVUEVOV YVOOGTIKOV GUOTNUATOV KOl TNG YVOOTIKNG
enefepyaciag, He oTOYO TNV OWYLOY OLTNG TNS YVOONG 6€ €va GALO YAMGGIKO Ko
TOMTIGKO TAaicto Tov {nteiton kdOe popd.

Yrhpyovv OU®MC Kol KGOl Kpitiplol To. omoio pag fonbodv va TparyHoTomol|GOVUE UE
EMTUYIOL 0L OMOTEAECUATIKY] LETAPPOOT], ONANOYT KATOIEC GUYKEKPIUEVEG IKOVOTNTEG. XE

avTO €00 TO onueio eppaviletarl n £vvola TNG LETAPPOUCTIKNG IKOVOTITOG.

1.5. H évvora TG HETUPPUAGTIKIG IKOVOTNTOG

Oocotl acyolodvtal pe TN HETAPPOCT] EOIKAOV KEWWEVAOV, GTNV TEPIMTOCT HOG TEXVIKAOV
KEWEVOV, Bewpolv OTL TpotepatdTnTa Eivan HECH NG HETAPPAoNS VO LETAO000VV YVAGELS.
[a va yiver avtd TpEmMel 0 PETAPPOACTNG VO EPEVVIIGEL TO OVTIKEILEVO OV TPOKELTAL VO
petagpacsl. AAAN mepintmon eivor va €ival NoON YVOGTNG TOV OVTIKEWEVOD Kol Vo €XEL
EUTEPIOL GTNV AVAYVOOT KOl GLYYPOPT] KEWEVOV GYETIKMOV UE aVTO Kol 6TIG 000 YAMGGES
(myn kou 6TdYKOC)

oppova pe tov Kautz (2000: 89) éva ovclaotikd GTOWYEID ™G KAVOTNTOS TOL
LETOQPOOTY) OMOTEAEL 1 €PELVNTIKY KOvOTNTO, KOODS Ta 2/3 TOL YPOVOL UETAPPUCTG
apepavovtal otnv épevva. Eumepor petappactéc ypnotpomoovv 1t Pipioypagia, mwov
OVOPEPETOL OTIG VITOCT|UEIDGELS 1] OTO TEAOG TOV TTPOG LETAPPOCT KEWWEVOD, OGTE Vo fpovv
TANPOPOPLOKE KEILEVA Y10l TO OVTIKEILEVO TOV HETAPPALOVV.

Xoppova pe ™ Mratcoid (2008) [I'Aowoccopdbeio Kot PETAPPACTIKES KOVOTNTEG] O

LETOQPOGTNG TPETEL VO ATTOKTICEL TIC TOPAKATO dEELOTNTEG:

1. Avayvopion pécm ovOALONG KOl EPUNVEING TOV EMKOW®VIOKOD GKOTOD TOL
TPMOTOTUTOL: Ol KOAOL HETAPPOCTES OavoADOLV TANPOS kdbe mpoOTOoT TPOTOV
OMNUOVPYNGOLY VEEC GTN YADOGO — GTOYO.

2. Avayvopion HEGm aviivong OA®V TOV €V SUVANEL EPUNVELDY TOL TPMTOTVITOV.

3. Ikavétmra eTOvVOcOAANYNG TOV VONUAT®V TOL TPOTOTOHTTOV EVIOG TV OEOOUEVAOV TNG
YAOGGIKNG KOWOTNTOAG TNG YADGGOS — GTOYOV.

4. Ikavémrta depehivnong Tov YA®OOIKOD GUGTHUOTOS TNG YAMOOOG - GTOYOV Yo Vol
amoOMCEL o€ eMmed0 OUMag OAO To €V SUVALEL VONUOTA KOL OAEC TIC €V OLVALEL

gepunveiec Tov TPMOTOTHTOV.
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5. Ixavotnrta ¥epiopov g YA®ooos - 6TOX0V HE TETO0 TPOTO OGTE Ol AEEIKOAOYIKEG,
HOPQPOAOYIKES, GUVTOKTIKEG KOl VQOAOYIKEG EMAOYEG VO €IVOL EVUPLOVIGUEVES WE
ekelveg T1g ovpPdoelg mov OEmovy T YAMOGCO - GTOYO OTO GULYKEKPIUEVO €100G

KEWWEVOU.

H petdeppoon eivor emkowvovioky Slodkacion Kot 0 EMKOWVOVINKOS OKOmdg eival
GppnKTO  CUVOESEUEVOG LE TO TPMOTOTLTO, EVO TOPAAANAC omoutel TV avamrTvén
CLYKEKPIPLEVOV OeELOTNTOV, Ol OTOleg OEV OMOKTMOVTOL LTOUOTO KOl OVTOVONTO KOTH TNV
expadnon wog yaAdoscsoc. O petappactig opeiiel vo avayvmpilel ToV EMKOWV®OVIOKO GKOTO
TOV TPMOTOTVTOL Kot Vo, 0100€TeL 6N YAMGGA - 6TdY0 TOON ENEPKELN, DOTE VO TPOGAPUOGEL
TAL YAWGGIKA LEGO TTOV YPNGULOTOLEL GTOV EKACTOTE EXIKOWVMOVIOKO GKOTO.

Ta péoa g €pesvvog TOV UHETAPPACTOV civoar To Aedkd, TO YAOOGAPLY, Ol
EYKUKAOTOUOELIES, TOL TAPUAANAO KEIUEVO, TO TANPOPOPLOKE KEILEVA, Ol TANPOPOPLOSOTEG
(etvon kKupimg ot e101Kol TOL TESIOV) Kot 01 PAcELS dedOUEV@OV. X1 O1A0ECT| TOV HETAPPOUCTAOV
OTNUEPQ VTLAPYOLY EVTLTOL KL NAEKTPOVIKA LECO EPEVVOG KOl PUGIKE LITAPYEL TO OLAUSTKTVO.
IMa va Bpet kaveic mAnpoeopieg N INYEG Y10 KATO10 KEIPEVO TOV TPOKELTOL VO LETAPPACEL OE
ypewletar va el o kdmowa Piprodnkm, umopel Ao avtd va to Bpel oto Swwdiktvo. H
EPELVNTIKY IKAVOTNTA EIVOL CNUAVTIKTY TOCO GTN O100cKAAlD TNG LETAPPAONG OGO KO Yl TNV
petoppaotiky wpoktiky. H anddoon tov petappoactav £xel avénbdet ta tedevtaio ypdvia
AOY® ™G €EEMENG NG TEYVOAOYING TOV ERPAVILETAL OPWYOS TNG LETOPPOUCTIKNG IKOVOTNTAG.
fuepa évag EUmElpog HeTaepaothg umopel va petappdlel eikoot cedideg oe pion pépa,
aplBpdc adavontog v emoyn S ypopounyovic. H dwwocedhon tg modtmrag g
petaepaons vrootnpileton amd epyoreicn OTOC 0 OLTOUATOS 0pBoypaPKOS EAEYYOG,
LETOQPOCTIKEG UVINUES KA, oL divouv véeg dvvatdtnteg oty €pevva. H petappaotikn

KOVOTITO OTOKTATOL LLE TNV AGKNOT), TNV EUTEPIO KOL TNV YVAOON.

1.6. O péiog TOV pPETOPPAOT

O poéAog TOV peTOPPOCTN elvarl SMAOS, apylkd KoAeitor vo wapaydysl €vo, ToTO GTO
TPOTOTLUTO, UETAPPACHO KOl KATA OEVTEPOV AEITOVPYEL Kol ¢ OlpEGOAMPNTNAG, UETAED
TOUTOV-CLYYpaPEn Kot dEKTN-avayvaotr. Oesikel 6pmg kot va yvopilet oyt povo ta

OLVTOKTIKA, AeEIAOYIKA Kot VPOAOYIKE GTOtYElD TV dV0 YAWGG®V, OAAG KOl TO TOAITIGUIKE
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oTOlElDl Kol EMPPOEG TOL  EMOPOVV AV OTN YADGGO TPOKEWWEVOL VO, EYEL TLO
OAOKANPOUEVEG YVDGELS KO VO, KATAOTEL £TG1 1KOVOG VO TOPAYEL TO ETBVUNTO AMOTEAEGLAL.
[Ipémet va givatl yvoomng oyt LOVO TV YAOGOOV HETOED TV OToiwV HETOQPALEL, aALL Kot Vo
EXEL YEVIKEC KOl E0IKEC YVAOOELS TAVM OTO OVIIKEIHLEVO TOL EKACTOTE KEWEVOL TPOG
petappoon. Ilpénel va eivon kavdg va yeplotel ayoyo ™ YAM®GCA—GTOXO, OAAG Kol TN
YAOGGO—TNYN Kot vo. yewpiletar 1N ogvtepn Omwg T untpikn tov. EmimpodcbHeta, Ommg
emonuavOnke Tponyovpéveg, ival Kodd va yvopilel og modv amevhovetar To Keipevo mov
Oo Topaydyel yio vo TOL OmTOdMOEL Kol TO KATOAANAO VP0G AKPIP®OG OUMG EMEWN KOl 1
petdppaon dev elvar o kabapd pnyavikn dwdwkacio, amottel Kot T 6OOTN Kpion Kot T
dwicOnon tov petagpacty|, Kabdg dev givar pdvo téxvn, aArd Kot teviKT. O HETAPPACTIS
elval avtdg TOV PEPVEL KOVTO TOV GLYYPOPEN KOl TOV OVOYVMDOT UETAPEPOVTAS GLUVIOM®G
KOO0 UVLUO, KATOES YVAOOELS K.0L., VOAOYO TAVTO LE TO VPOG TOV KEUEVOV.

O petagpactig petaepdlel amd T YAOGGo—mnyn (cuVNBG T UNTPIKN TOV) TPOS TN
YAOooo—otoHYo (pia EEvn YAdooa), 1 Kot TO avtioTpo@o. AvdAoya pe TOV TOpEN GTOV 0moio
g101keveTaL (Y10 TOPASELY L0 KEILEVOL TEXVIKG, OIKOVOULKA, VOUIKA, 10TPIKA, AOYOTEYVIKG, KAT)
Kével ypnon AeEk®v, HETAPPACTIKOV PACEWV N Kol GALOV LETOPPUCTIKAOV EPYOAEI®V, TOV
e&umnpeToHv oV 1510 Y10 VoL OAOKANPADGEL TO £pY0 TO 0Toio £xel avorapel. MeLeTd apkeTd TO
TPOTOTLTO KelEVO OV TOV £xel d0Bel TPOoKEEVOL VO GLALAPEL TO VYOG TOL KEWEVOD Kot
TIG YAWGGIKES TOV 1O1UTEPOTNTEG. AKOUT], KAVEL TN O1KN] TOL £PELVO TAVE® GTO OVTIKEIUEVO
TOV TPAOTOTOITOV, TPOKEWEVOL VO UITOPEL VoL amodmdoel opBd Tuyxdv e€etdikevpuévo AeEIAGY0 1)
epbdoelg mov {owg ekieimovv 1 SlPOPOTOOVVTIOL Omd TN o YADGGO oIV GAAN.
Telerdvovtag v epyocio Tov, EMAEYEL T COGTOTEPT KAT' QVTOV ATOS0GT TOV KEWEVOL KO
AVTITOPAPAALEL TO TPOTOTLO LE TO KEIUEVO TNG UETAPPOONS Yo Vo EmaAnBevoetl Ot €xel
amOOMCEL GOOTA TO VONUOL TOL KEWEVOL—TNYNS. O petagpactig péco amd 10 €pyo TOv
QEPVEL G EMAPN AVOPMOTOVG KOl TOAMTICUOVG TOV HAOVV SUPOPETIKY YADGGO Kot £XOVV
JLPOPETIKY KOVATOVPA KOt YU avTd T0 AOY0 pépeL To BApog kat TV €vBHVN Yo TV aKPPT|
HETOPOPE Kot amdOOGT TOL VONLLOTOS Kot OTIS 000 YADGGeS. Me avtd Tov Tpdmo emTLy)dveL
TO VO KOTOOTNOEL Kotavontn pio AEEN, pia mpotoaon 1 €va Keilevo, 6e €vov OmOdEKTY O
omoiog {omg Kot va, unv €xel Kapio oxEon TOATIGUIKA e TO TAAIGLO GTO OToi0 YPAPTINKE TO
TPOTOTLTO KOl avTdHG givor Kot 0 okomdg tov. H amddoon tov petappdcopatog Ppioketot
TAVTO OTN OLOKPLTIKY] ELYEPELD TOV LETOPPOOTY), O OTO10C TAVTU aVaAAUPEVEL Kot TO KOGTOG
TOV EMAOYDV, TOV A0 TIG OTOlEG KPIVETAL KO 1] ATOTEAECUATIKOTITO TOV.

Joyvd, Otov €vog peTagpactig Eekivd To €py0  TOL, Ol TPATEG OCEAIDEG TOL

petappacpotog yapoktnpifovror amd omepioa ko eivar cvviBog avtég mov ypnlovv

10



Kepdldoio 1

neplocdTePNS 010pOmonc. 'Ewc 6Tov 0 petappactig Yivel £va [e TO KEIIEVO, KOTAVONGEL TIG
EMTOYEG TOL KO TIG EMPPOEG OV EYEL VT de)TEL, N LOUMOT GTO VOL TOL HETOPPACTY Elval
JPKNG Kol M ToTOTNTO NG HeTdppaons Paivel Peitiovpevn. Téhog, cduemva pe tov
TpravtaguAdrion [Ae&wd tov [dpvuatoc TpravtapvArion, 1998], n petdppoon dev givar pa
OmAY HETOQOPE €VOC KEWWEVOL amd TN UL YA®ooo otnv GAAN, oAld eivor petapopd
TOMTIOTIK®V GTOYEI®V 0md £vov TOAMTIGUO G Evay GALO.

Ot Topamdve SOMIGTMOCELS GYETIKA LLE TOV POAO TOV HETAPPOCTN KOl TIG OVGKOAIEG TOL
ocuvavtd 6tav petaepdlel £va Keipevo amd Eva YAOooIKO GVOTNUO G€ KATo10 AALO deiyvouv
OTL 1 €VVOI0AOYIKY] avOAvoT oty omoia TpoPaivel 1 oporoyior UTopel VoL GUVEIGPEPEL GTNV
petdopaon. IlpoPaivoviag oty evvolohoyikry ovéivorn evog Bepatikod mediov, o
LETAPPOOTNG OMOKTA YVAOOELS Yo TO Tedlo ovtd Kol Pmopel €mione vo JOMIGTMOGEL TIG
OPOAOYIKEG OVOVTIOTOLYIEG TOV TLYXOV VILAPYOLY OVAUECH GTY] YAMOGCO TOL KEWEVOL KOl TN

YADGGO otV onoia petappdlet.

1.7. EEomMopig KoL 0aITOVUEVES OEELOTNTES EVOS HETOPPUOT

Amopaitnta yoo Evov HETOQPOCT elval ta yevikd Kot eEeldikevuéva, 6€ O1popovg
Oepoticovg topeic AeEikd, oe EVTLN Kol NAEKTPOVIKT LOPPT), KOOMOC KoL E101KE TPOYPALLLOTOL
AOYIGUIKOV OV £XOVV avaTLYOEL Y10 TO GKOTO QVTO.

O HETOPPUCTAG TPOKELEVOD VO PEPEL €1G TEPOS TO LETOPPACTIKO TOL £pyo Oa mpémet va.
dwakpiverar amd T1g TapakdTm 0eS10TNTEC!

e Empovn kot vopovn

e Tlvevpatikn o&Htnra, emvonTikodTTO

e Etowoloyia

e AxpiBelo, Toyunra kot vrevouvotnTo

e Ixavotnrta oty £pgvva TydV

e TAowooikéc kavotnTeg

e TIpocoyn otV amdd00M TG AETTOUEPELOG

e AmOAVTN GLYKEVTPMOT KOt SLOOYELN TVEVLLOTOC

o AVTIKEWEVIKOTNTO GE GUVOVAGCUO LLE TN GLVETELN KOl TV ELGVVEONGIN

e Ikavétnra ovioyng otV mieon Tov TPOKAAOVV Ol TPOOEGIIES Kot 0 pOPTOG EPYUTING

Yopic vo ennpedleTol TO AMOTEAEGUA TG EPYOCING TOL.
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1.8. O porog Tov 0poAGYOL

Ot opordyol d1evkoAhHvouy T SladKaGio £KO0ONG EVOG KEWWEVOL KO TNG UETAPPAONG
0V, KoODG Topéyovv mo eEEOIKEVUEVEG TIANPOPOPIEC HEGOH Omd TNV £PELVO KOl TOV
EVTOTIGULO TTANPOPOPLOV TAV® 6TOo avTikeipevo avtod. Eivor emayyeipatieg mov eEac@aiilovv
mv axkpifelo, KoatoAAnAdtTnTo Kot cuvémeln g xpnong tov opwv. Opilovv évvoleg,
avaADOLV 0povg BpioKovy Kol ETAEYOLV TA KOTAAANAG TOVG 1GOOVVAL GE AALEC YADGOEG.
Ta gvprpota ToVE ¥PNGIUOTOIOVVTAL Y1 VO GLVTAEOVY YAWMGGAPLN, VO EUTAOVTICOVV PACELS
OedOUEVODY  TTOV  OPOPOVV TNV  OPOAOYIDL KOL VO TLTOTOMGOLV TNV  OPOAOYio, 7OV
YPNOOTOIEITOL o€ évav Oplopévo topén 1N opyaviopd. Emiong, o €d1kd¢ oe Oéparta
opoAoyiag mpémet va £xel cvykekpipéves de&rotec. [pénet va etvan wwaitepa kKaAOG YvAGTNG
™G YAMGGOS N TOV YAWGS®OV Tov yepiletal. Axoun, opeilel va yvopilet kodld Tov KAGOO TG
YA®WGGOAOYIOG Y10l VO UTOPEL VO EKTANPADGEL TO £pY0 TOL TOL avatifetal kol va xepileTon
efloov KoAd TOov Tpogopikd kot To ypamtd Adyo. Ilapoadeiypatog ybpv, vadpyovv
TEPMTMOGELS KATA TIG OTOIEG 0 OPOAGYOG Kaheitan va emAEEEL AVAIESH GE GLVAOVLLLOLG OPOVC.
H egmioyn ovt) mpénet va yivetor pe Pacn ta kpuripo tng cuyvoTnToS ¥PNons Tov Opov
avtov. O optoprdc N M KATacHHOVe™ NG £vvolag Tov Opov e&umnpeTel T O10POPOTOINGT| NG
gvvolog amd ovvoeelg  €vvolec.  AnAadY], QOVEPOVEL TO GUVOAO T®V OLGLOOMV
YOPOKTNPIOTIKOV 7OV TN GLVICTOVV, KOODC Kol TO GOVOAO TOV OVIIKEWWEVOV TOV
avtmpoownevel. Oleg avtég ot mpodmobéoelg cuvBétovy t0 TPoPIA Tov €101KOV og Bpata
0pOAOYIOG TTPOKEWEVOL VO EMLTVUYYAVETOL TO €MBLUNTO OMOTEAEGHO KOl O Adyog mov Oa

TOPAYEL VO EXEL GLVOY).

1.9. H oyéon peto&d peta@paoti] Kot opordyov

Onwg avaeépbnke Kol GTIC TPONYOVUEVES TTAPOYPAPOVS, 1| UETAPPOOCT OmOTEAEl Lo
ePImAOK dlodkocion KOTA TNV 0ol 0 UETAPPOACTNG KAVEL Yp1|oT TOAA®V pécwv (Aegikd,
SLOIKTLOKG UECH KAT) TPOKEWWEVOL Vo TN QEPEL €15 TEPAG. AkOun, o pOLog Tov &ivan
TOALOLAGTATOG KOl YU 0VTO OPEILEL VO €lvol TANPOC KATAPTIGUEVOS ETTL TOV OVTIKEUEVOD TO
omoio KaAgitan vo petappdioet.

O pOA0G TOV pETaPPOOTY| Etvat va Tapayel £va, opOd LETAPPAGLLOL, VO LTOPEL VO ATOODCEL

TOTOTEPO VPOAOYIKA, GULVTOKTIKG, KOl YPOUUATIKA TO TPMOTOTUTO GTO UETAPPUGHLOL.
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Ogeidovpe Oumg va AdPovue voyn pog ot kdbe keipevo ypnlet SIPOPETIKNG TPOCEYYIOTG.
e éva TeVIKO KEILEVO, Y10 TOPASELYLLO, O LETOUPPOOTNG KOAEITOL VO OITOOMGEL TO KEIEVO LU
COPNVELD KOl ETIOTNUOVIKY akpifela. Avtiotorya, o€ £va 10Tpikd 1| VOUIKO KEIEVO TO 0moio
TeEPAAUPAVEL OPOVS TOV OVTIKELLEVOL, O HETAPPUCTNG KOAEITOL VO ATOdDCEL £Vl TOPAYMYO
10 omoio Ba meprAapPdvel TOVG KOTAAANAOLG OPOLG KoL TN CNUOGIOAOYio OV amatteitol. Me
Mya Aoy, €dv kKANOel va peTappacel KEIPEVO LE GUYKEKPIUEVO OIEMICTNHOVIKO OVTIKEILEVO,
exel etvar mov maipvel tn Béon g M opoAoyio. Emiong, yw v GviAnomn oporoyikodv
TANPOPOPLOV O LETOPPACTNG Bal TPETEL VAL EYEL TN SLVATOHTNTO VO LEAETNGEL KO VAL EPEVVIGEL
e€eldkevpéva, EMOTNUOVIKG Kot TeYVIKA Aegkd, Oiebvn mpdtuma, cLAAOYES Kot Paoelg
dedoUEVMV TG OpOoAOYiaG.

E&attiag g molvmlokdtrog TV TpofANUAT®V Tov avTipetonilel 0 opoAdYOg KATA TV
HETAPPOOTIKN dtadtkacio £xel emonuaviel n avaykn vmopéng €vog cuoTiuatog mov Ha
EAEYYEL TNV TTOLOTNTO MG TTPOG TNV GLAAOYY|, emeEepyacio Kol KOTAYMPIOoN NG 0poroyiag €16t
MGTE VO O1EVKOALVOEL TO £PYO TOV JLALXEIPLOTY] TOL OPOAOYIKOD VAIKOV.

Xe auTn| TN TEPInTMOT, 0 0POAIYOG KAAEITOL VO LETAPPAGEL TOVG EMIGTNOVIKOVG OPOLG
kot va fondnocet pe avtd tov tpdmo ot deknepaimaon tov Epyov. Kot avtd cupPaivet 61611, o
0poAOYOC €xel ¢ avtikeipevo gpyaciag v evpeom, emefepyacio kol depgvvnon
EMOTNUOVIKOV Kot un 6pwv. EmnpdcOeta, mapakorovbei kot evromiletl Tig cuveyels ahlayég
NG YADGGOG KOl TV ELPAVIOT) VEWV 0pwV G€ avTh). Baoukd tov 6100 amotedel N GuAAoYY, N
avVOADOT KoL 1] KOTOYPOPY] TANPOPOPLAOV GYETIKA e pia 1] meplocdTepes Evvoleg. Me 1 dkn
10V cvuPoin Tpocdropilovtar Evvoles kot TOUElS o€ éva cuykekpLévo Bepatikd TAaicto.

Aoppdvovtog vwoyn o ToPATAvVE GTOLXEID KATOVOOVLE TN GXECT TOL LILAPYEL LeTAED
LETOQPOGTY) KOl OPOAOYOV, Kol TG 0TOl 01 000 TOUElg efvat dppnKTo GLVOESEUEVOL LETOED
tovc. [V avtd 10 Adyo elvar amopaitntny 1 ovvimapén kol CAANAETIOpOCT QVLTOV,
TPOKEWEVOD VO, KOTAOTEL QKT 1 0pO HETAPpOaoT €VOG SEMGTNUOVIKOD KEWWEVOL TTOL

OTOTEAEITOL OO CLYKEKPLULEVOLG OPOVG KOt EVVOLEG.
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1.10. IIpoPAqpota MHETAPPOONS 7OV TAPOKVATOVV OGE TEYVIKO KOl

EMOTNHOVIKA KEIpEVO

[MopoTt givarl Yvooto Tmg 1 HeTAPpaon elval N OVTOVAKAACT) EVOG KEWWEVOL—TINYNG GE £val
1GOOVVOLO KEIPEVO—GTOYO, GTNV TPAYLOTIKOTNTO TO, TPAypato dgv eivar tO060 omid. Mia
HETAQPOOT OeV TEPIAAUPAVEL OTAG TNV UETAPPOCT TOV YAOGGIK®OV OOUDV (CUVTOKTIKO Kot
YPOUUOTIKN), 0AAG Kot TN HeTd@paot AeEIA0YIKOD KOl GNLOGIOAOYIKOD TEPLEYOUEVOD, KOOMG
Kol To 6TIMOTIKG oTowyEio TS YAOOGOS TyNg, Ta 0o TPEMEL va. «avamapayfodhvy otnv
avtiotoyn YA®ooa—otoxo. Evdd m ev yével petdppacn Guvemdystol o KOTOvVONoT TOL
avBevTiKoD KeWEVOL, KABMG Kot TOV EUTEPLEYOUEVOV EKQPACEMY KOl UNVOUATOV TOV TPETEL
vo petagepBovy ot YAOOoO—GTOY0, 1 €EEWOIKEVUEVT] LETAPPOOT] TEPUTAEKEL KOTMOG TO.
Tpaypota, Kofdg o1 HETOPPUGTEG EKTOG TOV OTL YPEWALETAL TPMTO VO KOTOVOT|GOLY TO OPYLKO
kelpevo, Ba mpémel ot GLVEXEWL VO AVOYVEOPICOLV TNV OpPOAOYi TOL OPOPA GTO
OCLYKEKPIUEVO eEE10IKEVUEVO TOpEN, DOTE v ovalnTiGoLY TNV ovTicToyNn OpoAoyia oTn
YADGGO—0TOYO Kot €V TéAEL Bl TpEmeL Vo SNUOVPYNGOLV €val KELEVO 6T YADGGO—GTHY0, TO
omowo Bo avamapdysl to 1010 mePLEYOUEVO Kol 0 Omoto OBa ypnoyomotel Opovg mov Oa
TPOocoUotdlovV e aVTOLG 0TO Keipevo—mnyn. Zoupwvo pe tovg Hervey & Higgins (1992,
oto ['ovtsog, 2004: 99) dev elvar dSuvatdV vo avaEEPOLOGTE YEVIKEVTIKG GTOV EMGTNLOVIKO
Kot TEYVIKO AOYO, €pdoov KABe €10tkevpévo medio €xel 10 dkd Tov WimHA, TNV JKY TOL
TEYVIKN 0PYKO Kot TO 1010{TEPA YOPAKTNPIOTIKG TOV €100VE, PE TO OTOi0 O HETOPPOUCTNG
mpémel vo eivon  gokelowpévog yioo va mopaydyel €vo mEOTIKO keipevo—otdyo. H
TOALOLACTAOT TOV KEWWEVDV GE €101 00N YNCE TOLG HEAETNTEG VO KAVOLV AGYO Yo Kelpeva e
E101KEC YADOOES.

Aappdvovtog vroyn twg n YAdooo givol peTaBaAlopevn Kot emnpedleTon dpesa amod Tig
KOWMOVIKEG KOl TOMTICUKEG CUVICTAOGEG TNG KAOE YOPOG, 0 LETAPPAOTNG KAAEITOL VO PEPEL
€1g MEPUG TO €PY0 TOL Tap’ OAEG TIC SVOKOAEG mMOL Ba cLVOVINGEL oTn dSadkacio NG
LETAPPOONG. TN GYECT) TOL ONUIOVPYEITOL OVALESO GTH YADGGH TNYT| KOl TN YADGGO GTOYO
VIdpyovy Qopég mov de Umopel vo VITAPEEL OKPIPEC HETAPPACTIKO 1GOdVVApO0. AKOUT, Ol
WO1OTICUOL KOl Ol EKPPACELS TOL YPNOOTOLEL £vag AoOG ot KaBOUIAOVUEVT], OTOTEAOVY
EexdBopo TOPAdElYHOTO TOV UTOPOVV VO TEPWTAEEOLV TEPICCOTEPO TN UETAPPUCTIKN
dwdkacio. Emmpocheta, vwdpyovv kot YPOUUATIKES SaPOpES oe KABE YADOOTO. ZOUQ®VA
ue tov Wilss (Mrnatcaid & Xehdd-Maln, 1994:108-109) petappooctikny Svckoiio

ocvvavtaue otav oev glval dvvarn pio AeEIAOYIKT | CLUVTOKTIKY o Tpog pio aviioToiyion
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HETOED TOV KEYWEVOL—TINYT KO TOL KEWEVOL—GTOYOC, O10TL, GTNV TEPIMTMOOT OVTY, pUio TETOL
«AEEN TTPOG AEEN pEThppOoT Do ETEPEPE APVNTIKE LETAPPACTIKA OTOTEAEGLOTOL.,
Ewdkdtepa, ot kupldtepeg HETOQPACTIKEG SVGKOAIEG (01 duoKOAleg oL mapatifevtal og
avtd 1o onueio Ba avarvboldv mepeTaipm og emdUEVT EVOTNTA, COUPOVO UE TIC OVOKOAIEG
TOL OVIETOTIOTNKOY OTNV TopovoH €PyOcio. KoTtd Tn HETAPPACT TNG OO0KTOPIKNG
dwtppng), eviomiCovror oto enimedo TG AEENG KOl TOV YPOUUOTIKOV TOT®V Kot givor ot

TOPOKATO:

e AvGKOAlQL VO OTOOMGOVE HOVOAEKTIKA TO OMUOGLOAOYIKO Bdbog Kot mAATOG oG
AEENG TOL TPOTOTLTTOV.

e Advvapio vo amodobovv yio mapdaderypa, oynpato Adyov mov Pacilovtol ot Hopen
TV AéEemV, KOUIKA Aoyomaiyvid, TOPETVUOAOYNOCELS KAT NG HETOPPULOUEVNG
YADGGOC.

e AvckoAieg mOL TPOKVTTOVY ATd TN SPOPETIKY GEPE TV AéEemv oe kdbe yAhooa,
Yo Topadetypo S1apopeTIKn BEomn yia To prpa, kabmg kot SuokoAieg ot dlatnpnon
™G dvvopkng Béong pog AEENG, OIS TG ERPATIKNG TomoBEToNg Hog AEENG otV
apyn Tov AOYOL N TNG OMOUAKPVLVONG TOL EMBETIKOD TPOGOOPIGUOL OO TO

OVCLOOTIKO.

Tig mepiocdtepeg Qopég dgv givar dvvatd vo yiver katovontdg €vag Opog ympic o
LETAPPACTNG VO AGPEL VTTOYT TOL TOL GVUPEPALOUEVE, Ta Ooia Op®G dev YivovTol KaTovonTd
and tov un €wWwo. H Aon oto mpoPinuo avtd sivor m expddnon tov mediov amd 10
LETOQPOCTN 1 1 GLVEPYACIO TOVL HE TOLG €101KOVE ToL Tediov. Avtd amoterel t0 Pocikd
TAIG10 SPOPP®ONG KOl OVAAVOTG TNG LETAPPOACNG TOL ETICTNHOVIKOD Kot TEXVIKOD AOYOV.
Yg OA0 avTd T TPOoPAN LT Bpiokel ADGELS N YPNOYLOTOINCT| TOV TEYVOAOYIKAV EPYALEIDV

(MAexTpoviKd AeEIKA, NAEKTPOVIKA COMOTO KEYUEVMV KOl LETOPPOUCTIKEG UVILLEG).

1.11. H oavamtoén g TEYvVoAOYiOS G OVOTOOTOOTO EPYUAELD O©TO

HETAPPUGTIKO £pYO

"Hom amo6 ) dekaetio Tov 60, o Wiister (1969, oto Katcoyidvvov & EvBupiov, 2004: 51)
EMECNUOVE TNV OVAYKN Vo ypnotlpomombel n  oOyypovn texvoAloyio o€ OQELOC 1TNG

eedwevpévng petappoons. Ewdwdtepa, avagepodtov 61N ¥pnon ToV VITOAOYICTMOV Yo THV
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ovvtaén oporoyik®mv AeEIKOV. Ao ™) dekaetion Tov 80, eppoviletonr 0 6pog LETAPPACTIKN
TEYVOAOYIQ, TOV Elval TO GUVOAO TWV EPAPLOYDV TNG TEYVOAOYIOG Ol OTOIEC YPTCLOTOLOVVTOL
otV €EEOIKEVUEVT] LETAPPOOT).

Ao tOTE pEYPL ONuEpa, M TEXVOAOYIOL €€l KAVEL PEYOAO GALOTO KOL TO £PY0 T®V
HETOPPACTAOV £xel fondnbel ToAD amd avt TV TPo0odo. Me 11 d14d06M TOL SLUSIKTHOL £XEL
ovvteheotel pio 10TOPIKN TOUN, M omoia £xel aArGEel kaBoploTikd ToV TPOTO epyaciog TV
petappaoctdv. Ta tedevtaio ypoévia m petdopaocn pe 1 Ponbsia ToL MAEKTPOVIKOV
VTOAOYIOTN AMOTEAEL OVOTOOTOCTO KOUUATL TNG UETAPPACTIKNG TPAKTIKAG. Ot 0poroyiKEg
LVTUES UTopovV dveta va xpnooromBolv, m.y. oTig OeTIKES EMOTHUES KOl VO ADGOLV TO
TPOPANLLA TNG TLTOTOINOTG KOl TNG GUVETELNS OTIS EAANVIKEG LETOPPACELS.

H teyvoloyia cuveymg eeAiooetal emdpdviog OeTiKd OTN HETAPPOOT OC TPOS TNV
TOWTNTO, TNV TOTOTNTO Kol TNV TocotnTa Kot Oempeiton mAdov dopikd ortoryeio Tng
petdppaonc. Extog amd to KAAcKd TAEOV TPOYPALLOTO LNYOVIKNG LETAPPAOT|S, TANOaivouy
oLVEYMG Ol EPAPUOYEC TOV GLVOEOLV TNV OpPOoAOYid HE OAOVLS TOVG GALOLG KAASOLG TNg
YAOOGIKNG TEYVOAOYiOG: dadikaciec Omw¢ 1 avalnmnon oto dwdiktvo, 1 aélomoinon
NAEKTPOVIKOV AEEIKOV Kol 1 YPNoN TPOYPOUUAT®V 0pBOYPOPIKIG KOl GUVTOKTIKNG
d1opBmwong vioBeTovvTaL amd £va VPV PAGLLA YPNOTOV TOV H1AOKTHOV.

H avdéntuén téroiov epappoymdv odnynoe ot dnuovpyic TS OpoAOYIKNG TEXVOLOYiag,
oL &lval GLVOVACUOG YVAGONG KOl EUTEPIOG amd TNV 0poioyia, TNV YA®ocooAoyio kol TNV
TANPOPOPIKT] Kol OoYoAeitar pe 1N Owyeipion TV 0poAoyK®V  dedopévayv. Ot
OTNUOVTIKOTEPOL TOUEIS EPAPUOYNG TNG efvar oMUEpa O EVIOMIGUOS Op@V KOl 1 avAKTNOoN
TANPOEOPIag omd NAEKTPOVIKO GCOUOATO KEWEVOV, 1 ONUIOVPYIN OVIOAOYIOV Kol Ae&k®V
Op®V KAT.

Ot eQapUOYEG TNG OPOAOYIKNG TEXVOAOYING LTOPOVV VO YMPLETOVV GE dVO KOTNYOPIES:

A. H mpot xomyopio arotedeiton and ta epyaieios OV YPNGILOTOOVVTOL YO TOV
EVIOMICUO TV OpwV oe Keipeva kot 1 €E€0peEcn TOV UETOPPUCTIKMOV TOVG
aVTIOTOlY®WV, Y. TN GLAAOYN YAWOGGIK®V OedoUéveV  Tov  umopolhv  va
eVooUaT®mOoHV 6€ LIOALOYICTIKA (TO OTTOl0L TEPLEYOLY KOOKOTOMUEVO OEOOUEVL
QTOKAEIGTIKA Y10l YPT|ON OO VITOAOYIOTIKES EPOPUOYES TL.Y. UNYOVIKY] LETAPPOOT)
N NAeKTPOVIKA AeEIKA, OAAL Kot Yo TNV {d1aL TN dNpovpyic AeEIKOV.

B. H devtepn peydin katnyopia epappoydv amoteleiton omd o YAwssaplo, AeSiKa
N GALoV €idoVG CLALOYEG Opwv oe Eviumn N 6€ MAeKTpoviKy popen. Kvpiog ot
SrdkTvakég Pacelg oporoyiog ivarl avtéc mov meplEyovy peydho mAn0og dpwv
amd Seopa YVOOTIKE Tedio Kol TopPEYOLV TOKIAEG SVVATOTNTEC. ZTOV TOUEN
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avtd o1 TAEOV ONUOPIAELS epapuoYég eivar ot Tpamelec dpwv, ONAUdT OYKMOM
VTOAOYIOTIKO cvoTiuata mov PBocilovior oe NAeKTpoviKA AefiKd Kol GOUOTO
KEWEVOV KOl AELITOVPYOLV (OC OTOTOUIEVTIKO 0pOLOYIK®V dedopévmv. TIpokeiton
Y. TPOIOVTA TOL SNUOVPYOVVTOL HE GTOYO APEVOS TN CLYKEVTIPMOOT aSOTIGTOV
OPOAOYIKOV TOP®V GE HOPPN TPOGPRAGIUN amd HEYAAO aplBUd ypnNoTdV Kot
AQETEPOL TNV OpYavOUEVN enelepyacio Tovg Tov yiveton pe tnv Pondeta Tov vémv
TEYVOAOYIADV.

H epyocia eviomiopod 6pov eivar d0okoAn. Aev vrapyovv yevikd kot kobopiopéva
Kpunp yoo T Okpion tovg. H oavtopatn avoyvopion €mGTNUOVIKAG KOl TEYXVIKNG
opoAoyilag eivar mpwTopykng onpaciog yo ™ YA®OoKN texvoloyla ywuti pmopel vo
BeAtidoer acOntd TV amOS00N TOV CLGTNUATOV UNXOVIKNG HETAQPOOTS, &oymync
TANPOPOPLDY, OLTOLOTNG KOTNYOPLOTOINoNG Kol OEIKTOdOTNONG KEWEVOV Kol OAA®V

YAOGGIKAOV EQAPLOYDV.

1.12. Iapayovteg mov eAnPealovy TO KOGTOS MG HETAPPOONG

To x6010¢ Y10 TN petdppacm evog kelwéEvov ouvnBmg ennpedletal amd Tovg €ENG TAPAYOVTES:
1. yYAwooikd cuvdvacuod

2. opohioyia

3. mpobeopio

4

OYKOG

I'wookdc cuvdLATUOC

To K6GTOG OGS HETAPPAOTG TOKIAEL OVOAOYA [E TOV YAOOGIKO cuvovacud. Zuvibwg
omv EAMGda, or petagpdoelg tpog ta EAANvVikd kootilovv Mydtepo amd TG HETAPPACELS
pog o EEvn YAdooa. Anhaon edv BElovpe va petagppdoovpe Eva keipevo amd ta Ayylkd
npog ta. EAAnvikd, 10t Ba KooTioel Ayotepa yprjLata on’ 0,7t €64V LETAPPAGOVLE TO KEIPEVO
a6 to. EAAnvika mpog tar AyyAkd. Eniong, moAAéC @opéc opiopévol YAmookol cuvdvacol
kootilovv axpiotepa 1 eONVOTEPQ, avdioya pe TN Yewypaeilkn 0£om Tov TEAUTN Kol TOV
petappooty. o mapddetypa, edv Bpiokopacte oty EALGOa kKou BEAove va petagpdoovpe
éva keipevo mpog ta lammvikd, 10te elvar ToAD TOAVO Vo TANPDOGOVUE TEPICTOTEPO YPNLOTA

arn’ 0,Tt av {nrovoate vo HETOPPOCTEL TO KEIUEVO HOG O OMOONTOTE GAAN E€VPOTOAIKN

17



Kepdldoio 1

YA®GGo. Avtd ovuPaivel ETEWN Ol UETOPPUCTEG ACLOTIKOV YAmwoowv otnv Evpodnn sivor

SVOEVPETOL KOt Apa. Lo AKPPOTANPOUEVOL.

Oporoyia

H ¢@bon tov 16100 10V KEWEVOL €lvarl AALOG £vag onuavTikdg mapdyovtoc mov kabopilet
av To KOGTOG TNG UETAPPUONS TOoV Oa lvat VYNAS 1 xapnAo. AvTd onuaivel 6Tt edv T0 B
TOV KEWWEVOL gival AKpmG EEIOIKEVUEVO e SVGKOAOVS OPOVS, TEPITAOKT GUVTOET, EIKOVEC,
TIVOKEG KOU TOPOPTAMOTO, OTMG Yo Topddstypa, €vo keipevo cav ) oatpiPn mov
LETAPPACTNKE Y10 TIG AVAYKEG TNG TapovGOS epyaciog Kot BplokeTatl 610 TOPAPTUA NG
TapoVGOS TTUYLOKNG, EVVOELTAL OTL O LETAPPAGTNG TOL Ba (nThoel TOAD vYNAOTEPN apo1p).
AvtiBétmg, edv 1o Bpa Tov kelpévov elvar amAd, ympig £101K0VG Opovg N TePimAoK cOVTAEN,
(my. éva apBpo yevikod evOPEPOVTOC), TOTE TO KOOTOG NG petdepoons Oo eivon

YOUNAOTEPO.

[IpoBeopio

H dovield tov petagppaoctn kabopileton povipwg and nuepounvieg mopdooons. Ta whva
&xovv o pobeopia. T Tig emetyovoes petappdoelc, 1 ypéwon mpémet va. elvar vynAdtepn
amd T ovvnn N ™ ovuewvndeica apopr. Iléco vynrotepn; Avtd efaptdtor amd 10
petappaotr. Opiopévol petappaotés ypedvouy and 50% Emg kot 100% emmAéov Tov mehdn
ToV¢ Yoo kB emelyovoa avdabeon, aAld ot 0ev 1GYVEL TAVTO. € VTV TNV TEPINTOON,
evvoeltor 0Tt edv dg 000el otov emayyehpotion LETAPPAGT O AmOPAiTNTOg YPOVOG TOL
xpEWLETAL Y100 VO SIEKTEPOUIDOEL GOOTA TNV gpyacio Tov Kot amortnOel va eivor éroyun
vopitepa, Oo ypedGEL TOV TELUTN TOV TEPIGGOTEPO.

SOUPOVA LLE TOVG YEVIKOVG KOVOVES TNG QYOPdS, EVaG ETAYYEAUATIOG LETOPPUCTNG UITOPET
va petagpdost 2.000 AéEelg (mepimov 8 cerideg A4) mpog T UNTPIKN TOL YAMGGH GE éva
8wpo. Opoimg, évag emayyeipatiog dtopbwtg propel va dopBmacet 1.000 AéEerg (mepinov 4
oeMoeg A4) v dpa. AT N TOPAYOYN OU®S 1GYVEL EAV O LETAPPACTNG 1| O O10pOTNG dev

&xel avardPel kavéva GALo Epyo exeivn v nuépa, Tpdypa akotdépdmTo oTIg HEPES LOG.

Oyxocg
To k66T0¢ Hog HETAPPAOTG EVOEXETAL VO OALAEEL avAAOYO e TO HEYEDOC TOV KEWEVO.
Edv 1o xeipevo givon apketd peydro, tote 10x0el | «€KTTOON HEYAA®V £pyvy. Tt onuaivel

peydaro épyo; ‘Eva 1 mepiocdtepa keipeva pe aBpotopa ave twv 10.000-20.000 AéEewv. Ze

18



Kepdldoio 1

OLTNV TNV TEPIMTO®ON EIVOL G SLUKPLTIKN EVYEPELD TOV HETOPPOCTY] VO KAVEL KATO10VL £100VG

EKxmton, enedn 0o tov avatedel o peydAn epyacia.

1.13. To vopoOeTikoé TAaiclo Y10, TNV TPOOTAGIO TOV HETUPPUGTIKOV £PYOV

To avrtikeipevo mpootaciog eivar M petdepoon Oyt ©¢ Svontiky depyacio Kot
dtadkasio, AAAG OC ATOTELEGLOL TG LETOPPOCGTIKNG OPACTNPLOTNTAS, WG TPOTOV dlavoiag.

H mpootatevopevn amd 10 SiKO0 TVELHOTIKNG 1O10KTNGIl0G HETAQPaAOT] €lval To €pyo
ypomTov AOYOL (Keipevo) To omoio amotedel TV amdO0GN EVOG VPIGTAUEVOD KEYEVOL OO pia
YAOooo, Wiopa 1 ddekto oe GAAN YA®GGO, YOpig oAlayég €kTOC Omd ekelveg mOL
emPéArlovior and TG YAOOOIKES OMOITNGELS KOl VOOAOYIKES OVAYKES TOL UETAPPUGUEVOV
kewévon. Téroeg petappdoslg pmopel va  eival  UETAQPOGT AOYOTEXVIKOL €PYOU,
EMOTNUOVIKOV GpOpov KAT.

O vopog avaeépel pntd TIG LETAPPAGELS OVALESH GTO €V OVVAUEL TPOGTATELOLEVO £PYOL
(apBpo 2 mop. 2 N. 2121/1993). T'ie v mpootacio piog HETAPPACNS MG TVELHOTIKY|
1010KTNGI0L OOLTEITOL TPOGMTIKY TVELUATIKY KOl ONUIOVPYIKT] GUUPOAT) TOL UETAPPACTN.
"Eto1, dev amotehel TPpooTATELOUEVO £PYO M AVTOUOTY UETAPPACT] TOV TPAYUATOTOEITOL AT
AOYloIKO, 18img OTav ot avBpamiveg mapepPacels eivoar eEldyioteg Kat ayyilovv ta 6pla TNg
amAng empéielng kewwévov (my. yxpnom g eeapuoyns Googletranslator). Opoimg
VIOAEImOVTOL KaTOPYNV ONUIOVPYIKNG dtadikaciog 1 amAr] empérewa 1 1 010pBwon evdg
Kewévou pog petdppaonc. H petdopoon, mépa and to yeyovog 0Tt mpénel va givol Tpoiov
TVELUOTIKNG KOl ONUOVPYIKNG GLUPOANG €vOg avOpdTov, amotelel TPOGTATELOLEVO £PYO
epocov  egivol mPOTOTLAN. XOUPOvVe HE TNV Kpatovoo Oswpion NG  «OTOTIGTIKNG
LOVOSIKOTNTOGH TOL £PYOV, 1 TPWTOTVLTIO. fosi{eTar TV Kpion 0TI kKoo, Aoyikn mhovoldynon,
KATw amo Ti¢ 101G akpif¢ avvOnKes Kal UE TOVS [010DG GTOYODS KOVEVOS GALOS ONUIOVPYOS
oev Ba nrav ae Oéon va. OnuIOvPYNGEL OUOLO EPYO, CHUAIEDOVTAS UE THV TPOCWTIKOTHTA TOD TO

£pyo.

19



Kepdldoio 1

1.14. M€Bodoroyio Yo TNV HETAPPAOT TN)S OLOUKTOPIKIG oraTpLfi)g

2V Tapovca epyacic, OT®g MON avaeEpOnKe GtV ElG0YMYN YIVETOL UETAPPOOT TNG
dwaktopkng dwtpPng tov ['edpyov Anuntpaxakn, Ap. dPvowkov tov Ilavemiothov
[Motpdv pe titho: Aigpedvnon TV OTWAEIDV UCYVHTIKOV OTOLYELDV OlOPPEOUEVOV OO
DYIGVY VO, PEDILOTO, VIO EPOPUOYES OE O1OTALEIS NAEKTpOVIKWY 1oyDog. H cuykekpuévn datpipn
amoteleiton amd 7 kepaiowa Kot £xel Ektaon mepimov 65.000 AéEers. H petdppoon avtg g
dwtppng Ppioketon Mon and tov lavovdpro tov 2021 avaptmuévn ot Paon dedopévav
Nnueptg tov Iavemotuiov [Hatpav, pali pe 10 TpOTOTLTO EPYO GTO EAANVIKA, TO OO0
elvar draBéoo Mon amd to 2009.

[Tpéner vo avaepepbel emiong 0Tl 610 Kelpevo VILAPYOLVY TIVOKES, OLYPALLLATO, EKOVEG
OAAG Kot TOPOTOUTEG TTOV TOPEUPAAAOVTAL GTI PLGLOAOYIKN pom Tov kenévov. Ta kelpeva
petoppaoctnkay  OAa  aveEopétmg. Or  mivaxkeg, too  Swoyplppato, Kot Ol EIKOVEC
ene€epydonkov KatdAAniao pe v Pondeia tov royispukov Corel Photo Paint xoar Matlab
Kol ocvumepnednkav kot ovtd ot petaepoon. H OAn mapomdve dwdikacio g
eneEepyaciog TOV SYNUATOV TG NTAV Ho WTEPMOS TEPITAOKN Kot xpovofopa dtadtkacia,
yoti TEPOL od TNV UETAPPOOT] ETPETE VAL GYNUATO VO TPOTOTOMN OOV KATOAANA®MG £TGL DOTE
va copmeptineBodv kar avtd oty dwrpPn. Ta oynuota enelepydomkay €161 OCTE Ol
eKoOvec va €xovv to 1010 péyehoc pe 10 mpwtdTLIO, TOL COMMENtS oL eumepieiye 1 ke
EWKOVAL LLETAPPAGTIKOAY Y10, VO, EXOVUE £TGL £vOL OAOKANPOUEVO amotéreopa. Ola avtd £ytvay
pe v Pondeia TV TOPATAVEO AOYICHIK®V. e OGEC amd T EWKOVEG VINPYE M EYXPOUN
€KO0YN TOVG OVTIKOTOOTAON KOV [E TO £YYpOUO apyEio.

To xeipevo g dwtpPng elvar ypappévo e emionun YAOOoO Kol £VIOVO EMIGTNUOVIKO
AOyo, 0ol amevBOveror koBopd o YVAOGTEG TOV OVTIKEWEVOL 1TNG EMICTNUNG TNG
niektporoyioc. Eniong 1o keipevo yapaxtmpiletor évtova amd 101K TEXVIKN 0poroYia TAV®
o€ Bépata NAekTporoyiog Kot NAEKTPOVIKNIG.

H pebodoroyio mov axorovOnOnke yio v HETAPPOCT TNG OOOKTOPIKNG OlaTpifrig
nepthappdvel tpio 6Tddlo. XT0 TPOTO GTAS0, GLYKEVIPMONKE Ko HEAETHONKE 1 OYETIKN
Broypapia, évrumn kot MAEKTPOVIKY, AMNVIK 1 Eevoyhwoon (omnv ayyMkn YAGGGO)
OYETIKN UE TNV OpOAOYiQL TOV ¥PMOLUOTOlEITOL GTN STPIPN Yoo TNV HETAPPACT] VTG, XTO
deVTEPO OTAO10, EVTOTIOTNKAY KOl LeEAETNONKOY 01 PaCIKEG £VVOIEG TOV KEWWEVOL KOl O1 OPOl

nmov epgaviovtar oto Keipevo. Xto Tpito oTAd0, SLVTAYONKE €VOC KOTAAOYOG HE TOUG

20



Kepdldoio 1

KLPLOTEPOVS TEXVIKOVS OpOLG oV Ttapovotalovtot oto keipevo. Iapaxkdtw Oa meprypapel n
SladKasion VAALONG TV OEOOUEVOV.

[Tio ocvykekpyéva, vy TV SMUOLPYIC KOL OAOKANP®GN TNG TOPOVCOS TTLYLOKNG
epyaoiag, mpokewévoy va  dnuovpynbel  €va opBod  petdepocua, YPEWICTNKE  Va
ypnoporombet éva mTAavo epyaciag, 10 omoio Bo amodeKvLOTOV Kol omoTeAesHatiKe. o
ovtd to AOYo mopotifevion kor To Pripota wov  okoAovOnOnkav otnv mopeio NG
LETAPPOOTIKNG Otadikaciog, oAl kot kaf’ OAn T SidpKela TG EpyOciog.

To mp®dTO Py NTov po avayvmor oAOKANPNS TG OOOKTOPIKNG SATPING, apevog Yo
va dtmotodel emakpPdc mowo oy Ta (NTHRaTe To 0Toio TPUYUATEVETOL KOl APETEPOL VO,
EVTOMIGTOVV GE TPAOTN PACT OPOl KOl QPPACELS TOL AETOLPYOVCAV (MG KTVPNVES) TOL
vonuatog, cuven®g o émpene va AneBodv eapyng vmoyn kot va kotavondel mAnpwog N
onpoacio tovg, Kabdg kol vo peretnfovv mbavég molvonuieg | VONUOTIKES OPOPES OE
OLPOPETIKA CLYKEILEVOL.

Apywcd, BéPora, €yve g TpoomdOelo yloo T UETAPPACT TOV TPOTOV GEAMO®V, Alyo
TEPAUATIKE, TPV OO OTOLONTOTE TPAYUATOAOYIKY] Ko BewpnTikn €pevva, mpdypo mTov
amodeiytnKe peydio Aabog, kabmg NTav ELGIKO Kol ETOUEVO M UETAPPOCT Vo YiveTon Alyo
punyovikd, ool dev VINPYE EMOKPPG YVOON TOV OVIIKEWWEVOL, OAAL OVTE KOl GAAN
OTOL0ONTOTE TTPONYOLUEVT] LETAPPACTIKY| eunelpia. ‘Eneita, Bdlovrog ) dwdikacio ce pa
opOn mopeia, &ytve avlyvoon TANPOEOPLOV, KEWEVOV Kol dpfpmv GYETIKOV TTEPLEYOUEVO,
oL eNPOKEITO va Pondncovv 1000 GTOV EYKAUOTIGUO KO TNV TPOGEYYISN TPOG TOV
LETAPPOACTIKO KOGHO, 0G0 kol otnv eEotkeimon e Tn ¥pfon Tov ovtictoyov Ae&thoyiov,
TPOTOL YPOPNG KOl VPOVS TTOV JLAKPIVEL TETOLOL £100VE Keipeva.

Xe avtd 1o onueio, o dadikTvo amodelytnke moALTIUN Pondeta, Kabbg TposPEpeTOL 1M
npdcPoon oe emoTNUOVIKA, GpBpa Eykvpa 1 AyOTEPO E£yKupO (TPAYUO OVOTOPEVKTO),
16TOGEMOES OYETIKA LE TN HETAPPOCT), TNV 0poloYyia, Tn YA®WGGOoAOYio Kot TOAAEG GAAEG
BonOntikég mAnpopopies. BePaimg, ektOg amd TG SOIKTLAKEG TNYEG TANPOPOPNONG,
peremOnke Kou  mavemotnuoky BipAoypapio  omoia elxe ovykevipwOel katd o YPOVILL
eoitong pov oto wmponv T.EI Avtkng EAAGS0G, ovykekpiuéva, o©10 TOUED 1TNG
niektporoyiog, mov evolpepe otV TPOKEWEVN @domn. XAapn o Oheg avTEG TIG TNYEC,
katopbmOnke vo oaviAnfel to amopaitro vVAKO Kot vo Kotavonbel to Kkeipevo og
KavoromTiko Pabud dote va pn yiveton n peta@paoct punyoavikd. Emmiéov, péca and avt
v épevva 000nKe M gvkapiot VO OMOKOUIGTOVV TOAAEG Yvmdoelg mepl Tov BEpatog g
STpIPng, mEPO amd To. OpLo TNG UETAPPUCNS TOL GUYKEKPIUEVOD KEWWEVOV, OAAL KOt TNG
WutepdtnTag mov yopoaktnpilel To {RTNUa TS HETAPPOONC GE GUYKPIOTN LE TNV OpoAOYia
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Kol TG dpopég mov Tig omovv. To Bépa g dwtpPng, To omoio emAéytnke yun vo
LETOQPOCTEL, OV NTAV VA AyVOGTO OVTIKEIUEVO TTPOG gRéEVa. MEoa amd avth TNV HeTdepaon
vpEe SUTAG TPOSHOTIKO OPEAOC. APEVOG EUTAOLTICON KOV 01 YVAOGELS OV KO KOTOVOnOnKov
po oelpd nnudtov mov oyetilovtal Le TI ATMAEIEG IGYVOG G LayVNTIKA oTotyEia (Ttnvio—
LLETOOYNLLOTIOTEC) TO. OTTOL0, YPTOULOTOLOVVTOL O EPUPUOYEG NAEKTPOVIK®OV 1GYVOG. ZYETIKEG
YVOOELS ONANON ElY0V OMOKOMIOTEL LOVO OMOGTOCUOTIKG KOTO TNV OIUPKELD TOV GTOLODV
oto tuquo Hiektpoddywv Mnyovikov T.E. médveo oe Bépato cvvaen pe v dwrpifn.
E&dAlov, péoca amd autn v TTuylokn, 060nke 1 gukapio MOTE Vo YIVEL | LETAPPOOT) TNG
OWOKTOPIKNG daTpiPrg 6To ayyAKkd TTPAypo GmAvio, opoL TO TEPIGGOTEPE OPVUATO JEV
VIOYPEDMVOLV TN GLYYPOPN 1} TNV LETAPPACT] TOV JOAKTOPIKAOV STPPOV 1) TOV TTUYLUKOV
EPYAOIOV 0€ KATOW GAAN YAMGGO Tapd HOVO OTNV EMIONUN YA®GGH TOL WOPVUATOG 1) 16MG
oTo ayyMKd ov mpokertal yio. aArodand omovdaotn. 'Etol péca amd v petdppacn £ywe
e&doknon maveo oV ayyAikn opoloyio Tng mAekTpoAoyiog, pio emoTiun 1 omoia givat
GppnrTo cLVOEdEUEVT LE TNV ayYAMKT YADGGA, I ortoia pdAota B pog akolovbel katd tnv
GOK™N O TOL EMAYYEAUATOC.

2N GLVEKELD, TPOYWPOVTOS WHE HEYOADTEPN OTOPUCIOTIKOTNTO KOU Glyoupld o1n
petdppacn Tov KeWEvov, vnpEay TOAAES OTIYUEG TOL GLVOVTNONKAY JVGKOAES, APEVOS
OTNV KOTOVONON KOTOWG OPAcNG Kol OQETEPOL OTNV €DPECN KOATOWOL OpOov, CAAA
AVTIHETOTIOTNKAY UE emitvyio, gite pe v Pondeia kamowwv online Ae&ikdv 1| GAA®V Ty®dV
TOV O10OIKTVOV, EITE HE TNV 6MOTN KOBOOYNOoN KOl TOL GTOXEVUEVE GYOALOL TOL GLYYPOPEN
g oatpPne. Emiong, moAlég popég ypetbdotnke va avabewpnBel 10 apyikd HeTAQpAGUQ,
¢tor wote va PertioBel 660 10 duvatdv mEPIGGHTEPO. Xg 0VTO GLVEPOANY OPKETE Ot
LETaQPACTIKEG TEYVOAOYieS, Tao online Ae€ikd kabmg, kot d1apopo Eviuma, Yapn oTo. omoio
EYIVE EVIULEPMOT] KOl EUTAOVTIGUOG TOV YVAOOEDV OKOWUN TEPICGOTEPO Y10 TO OVTIKEILEVO TOV
KEWWEVOL Kol TOAAES POPEG YPEOTNKE VO YIVEL dAAOYY) ®C TPOG TN UETAPPOOT KATOLWV
OpwV. ATDOTEPOG GTOYOGC NTOV TAVTA TO UETAPPUCUEVO OTO ayyAkd Keipevo va tpooeyyilet

070 PEY15TOo dvvatd Pabuo To apykd KeILEVO, TOGO GE VYOG OGO KOl GE VONLOTIKY] 0TOO00T).

1.15. Avaivon TV HETOPPACTIKOV OVGKOMAOV

H petdopoon teyvikadv kelpuévov amotelel Eva diaitepa mepimioko €idog petdppaons. H

OpOAOYIOL TV TEYVIKOV KEWEVOV €ivol TOAD GLYKEKPLUEVN, YU OVTO KOl Ol TEYVIKEG
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HETOQPACEIS Tapovolalovv 1dwaitepn ovokoAio. Ilpoxewévov va mapaybel €vo opBo
LETAQPOCUO ETPETE Vo yiveTar diepedvnon €1¢ Pabog twv emthoy®v mov dlvoviav yuo
HETAQpacn mokilmv opmwv puéco 6to keipevo. Katd kdplo Adyo, nnyég amotélecav online
Al eyyepidla KoTaokeLOOTOV Kol ToAAol dwadiktvakol totdtomot. Eywve mn emdoyn
Kupimg va LETOPPUSTOVY 01 OPOL TOV GLVOVTHONKAY GTO TPMTOTLTO KEIHEVO pe Pdaon v
EYKVPOTNTO TOV TNYDOV, TNV TPOCHOTIKN KPIoT) TNG LETAPPAGTPLG Kol TEAOG LE Bdom To Katd
1660 o1 6pot awTol umopovcay va otadodv opbd pHéEGH 6TO GUVOAO TOV UETAPPAGLOTOS TO
omoio elye mapayDei.

Kat™ avtdv tov tpdmo ypetdotnke va yivel £pguva e apKETOVG SLOSIKTLAKOVS TOTOVG Y0
Ka0e 0po, oTN GUVEKELD EYIVE GUYKPLON TOV EVPTUATOV Kol £YIVE EVEOUATOON TOV OP®V GTO
petdopacpo. To TpoPAAUOTO GTN UETAQPACT] EIVOL OPIGUEVO OVTIKEWWMEVIKG EUTOSIO, TOV
avTILETONICOVY OAOL Ol HETOPPOCTEG KOTO TN UETAPPOCT] TEYVIKOV KEWEVOV KOl 1
peBOdOAOYIKN KAVOTNTA KO 1) OTPATNYIKN TPOCEYyons, mailovv onuoviikd poAo otnv
enthvon tovg. Ta petappactikd mpoPAnuate eivoar QLOKE GpESOH GLVOEdEUEVO Kol
CUVVQUOUEVE HE TIG UETOPPOOCTIKEG KOVOTNTEG TOL peTaPPooTt. Ot dvokolie mov
YPEWLOTNKE VO AVTILETOTICTOVV KATA TNV S1001KOGT0 TNG LETAPPOUCT NTUV KVPIWG YADWGGIKA
npofnpate  (AeEIAOYIKG KOl GUVTOKTIKGA), TO OToio. KOl Topovcldfoviol ovoAVTIKA

TOPOKATO.

o Asgfoyikéc duokoliec

Eivor mpogoavég 011 og éva emionpo texviKO KEIUEVO OV TEPLEYEL E1O1KT EMIGTILOVIKY|
oporoyla &givor ovoamdEevkTo Vo VTAPEOLV  LETAPPOACTIKEG OVGKOAIEG GE OpOvG OV
petoppalovtor amd TNV EAAMNVIKY TPog TNV ayyAlkr] yAwooo. H Pocwkdtepn Ko
ONUOVTIKOTEPT OLOKOAD OA®V NTav Vo aviioTtolynfobv o1 MAEKTPOAOYIKEG EVVOLEC TG
eEMMMVIKNG pe ekelveg TG ayyAkng yYAdooog. TToAlég popés, Ommg dumotmbnke, avty N
Jdwdkacio 0ev givar TOG0 amAn aeov apketég amd TG AEEELS NG EAMMVIKNG YAMDOOOG
eKQPPAlovv €va TOAD OlPOPETIKO VoMU amd TIS avTIoTOlXEG NG ayyAlknG. Emiong n
EMNVIKN YAOOGO S100€TEL 0pKETA T TAOVG10 Ae&IAOY10 amd OTL 1 ayYAMKT dvoyepaivovTog
£T01 OKOUOL TEPLIGGOTEPO TO £PYO TNG UETAPPACTG OGOV 0POPA TNV ETAOYN TOV KATUAANAOV
OpoV £T61 MOTE VO modIdETAL GTO OKEPALO TO VOO TOL TPOTOTLTOV KEWWEVOL. MAMoTa, G
KATOEC TEPIMTMGELS OV NTAV OPKETO AMAMDG Vo, ovoiEel Kavelg Eva Aegiko kat va avalnTnoet
TN onuacio. Tov 0pov, OALL ETPETE VO EPEVVNOEL TPOGEKTIKA TN ONUOCIo poG AEENG, TMOG
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YPNOUOTOIEITOL KO [LE TTO10, TPOOESTN GLVTACCETOL L€ APKETES TEPMTMOELG OEV NTOV OPKETN
uovn n yxpnon evog Ae€kov, oAAG ypeldotnke vo yivel avalntnomn kot oto OladikTvo
npokeévoy vo avalnBetl n onuoacio Kot 1 cuvRONg xpNon evog 6pov, Kupiwg péca amd
EMOTNHOVIKA apOBpa. TELOG, KAmO101 OPOL TNG EAANVIKNG TPOKEUEVOD VAL LETOPPOGTOVY GTNV
aYYAMKN YPEBOTNKE VO LETAPPACTOVV TTEPLPPACTIKH, MGTE O OVUYVAOOTNG Vo Katalapaivel
TAP®G TO VONUO TOV KEWEVOL OEV VINPYE LOVOAEKTIKY] atOd00T), OTOTE OEV UTOPOVGE Vol
yiver ovtoAelel petqepaorn. Kdamown  yopaxmmpiotikd  mopadeiypota  tov  6cmV

npoavaEpOnkay mapatibevol TopaKiTm:

210 EMANVIKO KEILEVO YPNOLOTOI0VVTOL APKETEG POPEG O AéEelS vmobean, vmoletird. Ot
avtiotoyeg oty ayyMkn eivan ov Aé€eig hypothesis, hypothetical. Avtéc ou Aé€eig Oa
taipalav ayoya yuo T GLAoGoQia, TNV TOMTIKN 1] KATOU 0ALOD OOV AVAPEPOLUCTE GE Vol
VIOOETIKO Gevaplo. ZTo poBNUATIKE KOl GT QUOIKY cLVNOMG YpPNoLOTOVUIE T AEEN
assumption.

O Aé€erc flux kon flow oto eAAnvikd onpoaivovy por kot ot 600. Q6Tdc0 TNV oyYAKN
YPNOUOTOLOVVTOL EVIEANDS OLOPOPETIKE. AVIAVTIKOTEPX, Y10l T PO} PEVUOTOG 1 Yol TN Pon
Bepuromrog Oa ypnoyonomoovpe ™ AEEN flow. H Aé&n flux cuvavtdrtor kupimg otov opiopd
TV Tediov (1o medio pmopel va givar yio Tapadety o NAEKTPIKO 1] LoyvnTIKO, UTOpEl OGS Vo
gtvon ko edio pong duvdpewv, pong pevotov 1 pong Bepudtnrag).

O 6pog uéyebog otV EMANVIKT YADGOO YPNGILOTOLEITOL [LE TOIKIAOVG TPOTOVG, G Evvola
oT0 OyYAMKE Ou®g vmdpyovv  SPOPETIKOL OPIoHOl  EVOEIKTIKA  ava@EépovTal KATOL
YOPOKTNPLOTIKA TapadelyLoTorL:

*size: uéyebog, cuvnBC ypnoonoLEiTal Yo povya Kot TomoVTOL.

*magnitude: wéysfog, ypNOWOTOIEITAL KVUPIOC VIOl VO YOPOKTINPIGOVUE TO METPO €VOC
pyaduwod aptBpod 1y vo yopaktmpicovpe 10 péyebog £vog GLGIKODL (@otvouévou (Yo
napadetypa to péyedog tov GelGoD).

*quantity: roodtyza, YPNCIUOTOLEITOL KVPIMS Y10 TO PVOIKG HEYEON

AALO évo onueio TOV TOPOVCIACTNKE UL OLGKOAID MTAV M EMIAOYT TOL KATAAANAOL
oplopoV yuo TV EkQpocn ovvidng Oepuorpaacio ol Sabéciueg emhoyég mov 66nKay voTepa
amo €pgvvo o dtdpopa online Ae&kd ftav:

*normal temperature: n ékepoon normal temperature ypnolpomolEital GTIS TEPMTOOEL
omov vdpyel akpPng pouOuion g Beppokpaciog (m.y. N Beppokpacio GTO COUA LAGC).
*ordinary temperature, room temperature: ot ekppdoelc ordinary temperature kot room

temperature £&yovv avotpd opicuod kat ot 0o (15-25°C ko 1-30 °C avrictoyo)
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*usual temperature: eivar 1 ékppacn M omoio peTaEPalel TARPOC TV EkEpacn ond Ta
EMNVIKA OTO OYYALKE T GUYKEKPIULEVN TTEPIMTOOT EVTOG TNG STPPNC.

[Mop® Olo  ovTA OUMC, YL VO PNV £XOVUE TOPEVVONCELS OTNV UETAPPOOCT OmO TOV
EeVOYAMOCO OvayvVAOOTN, €MEAEYN va ypnolponombel oty petdppacn n Ekepocn room
temperature wopdtl EMGTNUOVIKA eV omoTeLel TV 0pBOTEPT ETAOYY.

‘Eva 6ALo onueio g petdppoonc mov aroutel devkpivion givor ot onuoacio Tov 6pomv
width xou height. H amdvinon Ppioketar otn debv emomnuovikny PBiproypapia. Exei
ovopdaletar height to mdyog tov TvAiypatog otn devbvoven v kébetn otov GEova
ovppetpiog (ko ot payvntikny por)) kot width to vyog tov TVAlypatog. Omdte kol ot
petdppacn g datppng dwutnpndnke n oporoyio w¢ ibioTon va xpnoiomoteital.

e évo TeAELTOL0 TAPASEIYID, O OPOC ueTafoin NTAV Lo O10UTEPT TEPITTMON MG TPOG
TNV EMAOYN TOV KATAAANAOL Opov GTa ayYAIKA yioti Empene va yivel ovTiAnmto KdOe @opd e
mo €vvola ypnolpomoteitol. Xta oyyMkd m AéEn change onpoiver aAlayn amd pa
Katdotoon o€ pio GAAN M aAloyn amd po T o pion GAAn. Otav vrdpyet cuvéyela o
uetaforn (oto xpdvo M evidg evog TESiov TIUDV, SIS GAP®ON TIUDV) YPNCLOTOLEITOL 1
AéEN variance. Ondte amatteito mPoooyn Yo TO0 mOl0¢ Opoc ekepdlel amdAvta Tov Opo

uetofoln k6Oe popd.

2o YEVIKO CUUTEPACUO OO TO TOPOTAVED TOPOOElyHOTa TOV TpoavaPEpOnKay, yivetan
AVTIANTTO TG 1 EAMANVIKY YA®Goo dtafétel cap®g mo TAoVG10 AeEIAOY10 amd TV ayyAkn
Kot vanpyov moAAEG AEEEG ol omoieg de pmopovoav Vo HETaPEPBOLV emOKPPDS oTNV
AYYAIKY, OTOTE GE QLTI TNV TEPINTMOON TPEMEL KAVEIS VL avaTpEEEL GTNV KAAVTEPT OLVOTN
eMAOYN AEENG, TOL OUMOG VO PNV OAAOLDVEL TNV OLGIOL TOL KELWEVOD, 1] VO TO TEPLYPAPEL
TEPLPPOCTIKA, 1) VO TEPLYPAPEL TN YEVIKT EKOVA (TO vOMua TG Tpdtactg) Palovtag £Tot Kot

0 LETAPPOCTNG TNV O1KN TOL TIVEALHL GTO TEPLEXOLEVO TOV KELLEVOU.

o  YUVTOKTIKEC OVOKOMEC

Onwg mpoavagépbnke, n owtpPn eivar ypoppévn oe emionun YAOGGO Kol TEPLEXEL
TANOOPO ETGTUOVIKOV 0pADV, OTOTE TOPOVGLAGTIKOV OPKETEG OLGKOMES OGOV aPOpPA TN
ouvtaén tev mpotdoewv. To mo ocvyvd AdBoc to omolo YPeldoTNKE OPKETEG POPES Va
emonpaviel Kot va 610pBmBel oy T®G OVTL Y10 TO OVGLOGTIKO YPNGLOTOOVVTAY LETOYN.
[ToAAég opéc NTaV 6OTO, OAAE KAmoleg GAAeg aAAoimVE TO VOMUO TG TPOTACTG. XE GAAES
TEPUTTAOCELS YIVOTOV OVTIKOTAGTOOT TOL OVGLOCTIKOV HE amopépgoto. Emiong oe moAAég
TEPUTAOGELS, LAALOV AOY® PBrocvvng N ampocesiog, yvoTay xpron Tov eViKov aptBuov exel
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mov VINPYE TANOLVTIKOG Kot GAAalav ot ¥pdvol Tov KEWEVOL, KLPImG OvTIKOOIoTOVTG
ECQUALEVA TOV EVEGTMTO, LE TTOPATOTIKO.

210, SO0KTOPIK(, OTIS TTLYLOKEG Kol o€ OAAa emionua teyvikd keipevo eibioton ta
KelEVA Vo ypAeovTol 6g Tpito TPOo®To Kot oe TanTiky eovn (.. 10 pevuo aviaverat,
eA@OnooY o1 ueTpHoEIS) Kol Ol GE TPMOTO TPOCMOTO Kl GE EVEPYNTIKN VT (T.Y. avlavovue
10 pedua, Adfoue TIC UETPNOEIS) N YPNOUOTOIOVTIONG UETOYXEG (MY avldvoviog to peduo
TpoxbITEL 0TI KO OYL oV avlfoovue 10 pedua mpokvmrel otr). Avtod givol KOTL TOV O€
emtpénetat vo aAAalel katd ) petaepaot. BéPata dev elvar vopog anapdfatog, pmopet m.y.
va Aépe Kamov ue avénon tov peduotog Go. mapotnpnoovue pio puetofolr, avti ywo ue adénon
T0V peduatog mopotnpeitor pio petafoln. Av oto eAANVIKO Kelpevo €xel Tpito mpoOS®TO Kot
oYL TPOTO, OV EXEL LETOYN KoLl Oyl PNUAL, OV £XEL TOONTIKY GOV KOl Ol EVEPYNTIKT], COGTO
elvai 1 ovvtaln Tov TPOTOTLTOL Vo dlaTnPEiTAL KO 6T LETAPPAOT).

Téhog, O€ OPKETEG TEPMTAOGELS OMOL KATOEG OMO TIC TPOTAGELS TOV KEWWEVOL NTOV
OpKETO peYOAEG KOl P KAT®G TEPITAOKO VO, YPEWCTNKE VO YOPIGTOVV GE HKPOTEPES
TPOTAGELG L€ OKOTO TNV KOADTEPT VONUOTIKY arddoor Tovg. H dvo tedeio ypnoiponombnke
OPKETES POPES KO amodeiyOnke o koA AVom avti Yo To TANPEG GTAGILO L TPOTOGNG OE
oo Eeymprotés. Avtd Opmg €ytve pe wwaitepn mpoooyn ywrl ywpiCoviag pion peydin
TPOTAGT 6T OVO VIAPYEL O Kivouvog va aAlotwBel To vonua g mpdtacns Kot avtd dev
npénel o kopio mepintmon va cuppaiverl xbptv vKoAlag.

[dwitepn mpocoyn 06Onke ko ota onueio otiéng. Xoapoknplotikd mopdostypa givol
To¢ éva Koppa, mov pmopel vo mapoinedel 1 aviBétog va ypnoyorombel ywpic va
ypewaletal, pmopel va aALAEEL EVTEAMS TO VOO [ TPOTOONG N VO TEPUTAEEEL TNV TPOTAOT
Kot vo un Pyatver vomuao. F'evikd ot kOppota 660nKe peydAn mpocoyn Kot omodeiytnke Ot
OOV VTLAPYEL KOUP otV dtatpiPn dev ivan Tuyaio. BéPara petald ayyMrng Kot EAANVIKTG
YADGGOG VILAPYOLVV Kot TOALEG Slapopég oe Bépata chvtadng N ypnons T®v onueiov otiéng.
INo mapddetypa otov ayyAkd yparntd Adyo, vid cuvOnKes, pmopel vo umet KOppo Hetd omd
AéEN and, ota eAMANVIKG YPOmTa OU®G OTOyOPEVETAL KOTNYOPNUOTIKG TO KOpuo UETd TO

GUVOETIKO Ko TAPATL GTOV TPOPOPIKO AOYO OPKETEC POPES £YEL VONLLQL.
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KEDPAAAIO 2

OPI'ANQYH THX BIBAIOI'PA®DIAX

2.1. Evoayoywka: Ietopika otovyeio yio tn onuovpyia g frproypagiog

Mo moAAd ypovia, n eE€taom ¢ Iotopiag tov Bifiiov, 6cov apopd ) perémn tov
VAMKOD VTOCTPOUOTOS KOt TNG EEEMENG 0LTOV, LOVOTWAOVGE TO EVOLAPEPOV TNG EPEVVNTIKNG
Kowdttog. MOAG ota pésa tov 2000 aidva £ytve avTAnmti 1 avaykn eEETaong Kot LEAETNG
TOV KOWOVIKOV Kol TOATIGTIKOV GLVONKAOV Tov KaBOpIoav Kot S1apdpemacay Ty mTopoymyn
Kal ™ dbeon twv cvuyypapikdv Epywv (Finkelstein, 2005).

H Iotopia ™¢ Emomung ¢ Biproypoeiog eivoar cvvogacuévn kot eEedicoeton
TapaAANA pe TV e€lotopnon Tov eEEMEE®V TOV TOPAKATO EMTIGTNUMV:

e 1 Iotopia g I'pagng kot tov HEGOY AmOTOTOGNG

e 1 Iotopia Tov Biriov

e 1 Iotopia g Tvmoypagiag kot tg Extonmwong

H 1otopia g PpAoypaeiag Eexva amd mipa ToAD vopic Le TNV avaykn Tov avlpdmov
VO ETIKOWVMOVNOCEL KOl VO avToALAEEL TANpogopiec. Ot mpdTor AvOp®TOL YPNGIUOTOI0VGOV
TOV TPOPOPIKO AOYO (O)L e TN ONUEPIVT EKPPUGCT), OAAG KLPIWG e TV YPNON KPALYDV Kot
SPopmV GAL®Y NY®OV), 0ALL Kol OBPOPEG YEPOVOUIES TPOKEIUEVOL VO ETKOVOVIIGOVV
HETOED TOVG. Agv LANPYE KOAVEVOS TEPLOPIGUOS MG TPOG TO TPOMO mov Oa petédday v
TAnpogopio. amd TOvV €vav oto GAAO. XN ouLvéxEw, ol dvOpomolr TV omnAcimv
YPNOOTO0VGOV TIG LOYPUPLES TPOKEUEVOL VO OTEIKOVIGOVY OVTIKEIUEVE, VO LETOPEPOVY
TANPOPOPia, VO ATOTVTDOCOVY 10TOPIES EUTVEVCUEVES amd TNV KoONUepvOTTA TOVS. AgV
AapBavovtay dnAadn Kapio HEPUVE MoTE Vo LeTaPepHohV auTovstia 1| TANPOQOpia, LoG Kot
dev NTov avTOG 0 OKOTOG, EVO M AvVaPOPd Kol arrOd00T TG TVEVHOTIKNG VITELOBLVOTNTAG TNG
nAnpoeopiag dev elxe cuAANEOEel axopa oc 1wéa (Diringer, 1953). Zmv Ewéva 2.1 BAénovpe
L0 YOPOKTNPICTIKY onAooypoeio amd 10 Zaniaio g AAtopuipa amd v ToAotoAdn
enoyn. O1 mododTepeg omd TIG CTINANLOYPOPIES TOV VILAPYOLV HEGO GTO LMNAOLO GUUPMVOL

LE EMOTNUOVIKEG HEAETES xpovoroyovvTal uEYPL Kat 36.000 yliadeg xpovia Tpv.
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Ewoéva 2.1: TToAbypoun otniatoypagio amd to ZmqAaio tg AAtauipa (B. Iomavia).

g OAEC OVTEC TIC TEPUTTMOOELS EIVOL ELPOVIG 1] AVAYKT TOL avOPOTOL VO KATOYPAWEL Kot
vo peTadmosl TAnpoeopia 6e dAlovg avBpmmovs. BéPoata, okomdg Tovg dev MTav v
ATOTEAEGOVV AVTA 1GTOPIKA avTIKEIpEV Kot amddelEn ¢ vapéng kot Tov cuvinkav {ong
TOVG, AAAG KLPIG Vo EEVTNPETNCOVY OIKES TOVG KOOMNUEPIVES KO TPOCMTIKES OVAYKES.

Metd amd ToAAG xpOVIa KAVEL TNV EUPAVION TNG 1) YPOPT KoL TO TOTIO TNG HETADOOTG TNG
mAnpoopiag aAralel onuaviikd. Kabe péco (apykd ypnoipomombnkay kopimg TE€Tpeg Kot
EVAM) TO Omoi0 PIToPovGE Vo, YapayTel N va. LOYPUPLIOTEL YPNCLOTOMONKE Y10 VO KAADWYEL TIG
aVAYKEG TNG EMOYNG Y10 TV OTOTVTIMGT TG TANPOPOPTaS.

Apyég g Tpitng yMempidog m.X. (m.y. otnv Atyvrto kot otnv Mecomotapia) dpyioe N
¥PNON TAAMVOV KOUUATIOV OG YPoeiko péso (Diringer, 1953). Apyotepa ypnoipomomdnke o
TOTLPOG KOL M TEPYUUNVN, TO OTOL0 TEAOG aVTIKOTAGTAOMKAY 0mtd TO YopTi. AvaAoya pe 1O
VAKO, T0 oVYyypoupa kdBe opd elxe Kot dtapopetikn popen. o mapddstypa, to miva
KOUUATIO TOV OpYKOL ACOUUETPA, apYOTEPE TNPOV GUYKEKPIUEVT] LOPOT Y10 VO SNADCOVY
Kot To €100g ™G TANPOPOPiag oV amoTVTOVAY. O de TATVPOG €lYE KLAVOPIKY LOPON, M
TEPYOUNVY] ELVONCE TN ONUOVPYIN TOV KOOIK®V, EVO TO YOPTL 001 YNCE GTN GOUAANYN TNG

ONUEPIVIG LOPPNG TOV PiAiov.
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Ewova 2.4: Nopikog kddikag tov Bivoviod oe mepyoaunvi. Xpovoroyeitar amd to 1288 n.X.
Kot givort ypopupévn 6to YAoyoATikd odedfnto.

Or mnpoeopieg TOL ATOTLAMOVOVIOV OTO TOPATAVED YPAPIKA HECH NTOV  OUEGH
OGUVOEDENEVEG LE TIG OVAYKES TNG EMOYNG. ZTO TPOLO GTAd NTAV KLPIWG TANPOoPOpieg TOv
apOPOVGOV TN TNHPNCN AOYOPLOCUADV Kol EUTOPIKDOV GUVOAANYDOV Kol TPOTOYEVH dedoUEVAL
OV €lYOV VO KAVOLV UE TIC TOGOTNTEG TMV TPOIOVTOV TOV SLOKIVOOVTOV LE TO EUTOPIO.

Méypt o avtd 10 YpoviKO onueio, dev pmopel va yivel avapopd o€ cOVTaEN KataAdywmv
vd ™ popen Piproypaeidv. Ta keipevo mov TopdyovTay elyov SLOKNTIKY KO OIKOVOLLKN
vooTooT, KobmOg eniong Kot 1o TAN00C Toug dev emEPare T SAUOPPOCT KATAAOYWV Y10
Aoyoug ebpeong. Kupimg Opwg, yiati dev elye ekONAmBel axdpo n cuYKeEKPIUEVT] avVAyK.

Ot mpadTor katdroyor Piploypapidv apyiCovv va epgaviCovior pe v avlion g
Aoyoteyvikng mapoywyns. O maAmdtepog KoTAAOYoG OV £xel avakaAvedel etvar amd o 2000
. X.. Avikel auti ) ottyun) otn ovAloyn Nippur ko ektifetan oto Pennsylvania University

Museum. Amokpuvntoypaendnke omd tov Kramer wor mepthopfaver €vo AOyoTeEyVIKO
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KATAAOYO UE 62 TITAOVE, 0 0TO10G KATAYPAPEL TOVS TITAOVG AOYOTEYVIKMV GUYYPUUUATOV TOV
Yovuepiov (Diringer, 1953).

211 GUVEKEL, EKOVAY TNV ERPAVIGT TOVS 0L WIOTIKEG GLAAOYEC, Ol GVAAOYEG OVTEG Elyay
N HOPYTN TPOCMTIKNG, WOIWTIKNG PPAodnkng. H cuiioyn avartvesdtav, epmiovti{dtay Kot
aVKE G€ TAOVGLOVE EVYEVEIG 1 AIOTOVG KO OTOTEAOVGE GTOXEID TPOCHOTIKOV TAOVTOL Kot
eonuepiag. H xataypapn tov tekpunpiov g cLALOYNG LETATPETOTOV GE EMITAKTIKY OVAYKN
pe okomd vo Kotaypdyovv o BipAio Tov KATO0G £1YE OTNV TPOCSHOTIKY TOL GLAAOYY|, GTNV
TPoo®TIKN Tov PiAodnkn. Apyotepa, n BipAoypapic vd T HopPn GVVINENS KATOAOY®V
pe ta ototyela TV TeKunpiov g GLALOYNG LIOBETHONKE Yol TV KOTOYPAQT TOV TEKUNPI®V
mov vINPYaV o€ pia fPAodNK.

Ot TpadTor Katdroyor PipAodnkav eppaviCovior otnv Afyumto amd TOvg UANKES TNG
BipAodnKkng ™G AdeEdvdpetog.

e O Kolipayog o Kvpnvaiog (246-235 n.X.) o onoiog Oempeiton kot 0 Totépag g
Biproypagiog eivar o mpdTog mov cuvébeoe toug mivaxes, Evav kotdAoyo omd
120 ovyypappato amd OAES TIG YVOOTEG TOTE EMIGTILLES.

e O Apwotopdvng o Buldvtiog (195-180 n.X.) cuvétae pio AMota pe to ovopato,
TOV MO AVTITPOSOTEVTIKAOV EAMvev [Tomtov.

[Ma wpdyn Popd, apyilovv va amodidovtal To SAPopo EPYo GTOVS GLYYPAPEIS TOLS KOt
va Bewpeitar onuavtiky M Tvevpotiky vrevBovvotnta. Mdiota ot Mecowwviky Evpdnn
&xovv PBpebel mapadetypata cuvéyons g ovviaéng katarloyov Biiodnkdv. O kotdrioyog
¢ Cordova BihoOnkng mepirapfave 400.000 toépovg kot n Fatimidis Bipiobnkn oto
Kapo 100.000 tépovg (Diringer, 1953).

H emvonmon dpmg g tvmoypagiog npde yuo pion akdpo popd vor oAAAEEL ToL OEOOUEVA TG
emoTUNg ¢ Pproypagiog oxetikd pe ™ obvtadn tov katoldoyov. Ot KatdAoyor avtol
TAPA TOV EUTOPIKO TOVG YOPUKTIPM, L0 KOl GKOTOG TOVG NTAV VO TPomBcovV TG KOOGELG,
TEPEYOVV oNUavTIKA PipAoypapicd ototyeio. Avtd amotelobv onuovikés Piprloypoeikég
mYEG mov TPowOovV Kot CLUPAAAOLY otV €EEMEN TG EpELVAG LE TOV EVTOTIGUO OA®V TOV
avaQopOV TOv 0Popovv oe &va cuykekpipuévo Bépo v Evpomm, o mpdtog kotdAoyog
evromiletal oTig amapyEg TG TVIOYPAPinG. AToTELEl TOV TPMOTO YVOOTO KATAAOYO Kot gival
tonopévog otn Mayevtia (Ieppavia) o povoéeuiro, ota 1469. Ovopdleton KatdAoyog Tov
P. Schoeffer kou ftav tuvnopévog oto tvmoypageio Chr. Plantin. Xfuepa uAdocetol 6to

Movceio Musee Plantin otnv Appépoa.
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Ot katdroyol TV BPMOTOA®Y KOl TOV TUTOYPAP®V EPEPUV KOl OTOTOTOVAV OAO TO
KOpLoL yopaKTnPoTikd pog Biproypagiog. IepiiduPavay Ol to otoyeio ekeiva (titho,
OVoUO GUYYPOQED, £T0G £kd00TG) TOV MPAAAoVY Ta TPATLTIO cVVTAENS PIPAOYPAPLOV OTIG
HEPES OGS KO 01 KatdAoyotl avtol ftav opyavouévol Bepatikd. Eniong, cvyvd mephdpupovay
oTOLEID OYETIKA UE TN OO TOV £PYOV KO TNV TOGHTNTO, GTOLXEID TOV ATAVTMOVTOL GTLLEPO.
o€ kamow e&edkevpéva €1om PIPAMOYPAPLOV, YPNCILOTOIOVTOS KPITHPLH TOEWVOUNONS, OTMG
etvat kprrplor aAQopnTiKd Ko YpoVOrOYIKA.
Méoa omd avTovg TOVG KOTAAOYOLG TPOKOTTOLV KOl OTOUXEID GYETIKA LE TO 7Ol
TEKUNPO. NTOV O ONUOPIAY, Tow KukKAo@opovoav kot mpowBovvtav mepiocdtepo. Ta
OTOYElDl QT UTOPOVV EMIONG VO OMOTEAECOVV OTOWXEID TEKUNPIOONG OYETIKA UE TO
TVELUATIKO EMIMEDO TOV AVOPOT®V TNG KAOE ETOYNS.
SOUTEPACUATIKA, AOITOV Bo LITOPOVGANE VO TOVE TOG:
e H mapaywyn Aoyoteyvikdv Kewévav 00Mynce Kupimg o1n SIOUOPOOOT) TOV TPOTOV
KaToAdyoV BAoypa@lov.

e 'Evog axopa Aoyog yuo ) dnpovpyia Tov TpdTev Kataddyov BifAoypagiog vanpée
N €EEMEN ™S avAYKNG amOTOTMONG TNG TANPOPOPING Kol aVTLYPOENS TG, OAAL Kot
NG OVAYKTG EVPECTG KOl ELPVTEPNS O1AOOCTG TNG TANPOPOPTOG.

e Agvumpyov KovOveG Kot TpOTLTA 6T GOVTAEN TOV KOTAAOY®V.

¢ Ot KatdAoYyOl GLVTACCOVTAY Y10, VO IKOVOTOI|GOVV TPOCMOTIKES AVAYKEG.

e Ot katdroyor egummpémoay kot €EuINPETOVV TIS AVAYKES TOV EUTOPIOL KOl NG

€KOOTIKNG TOPAY®YNG TOL BifAiov.

H évvola g Biproypapiog otov eAAadikd xdpo xpNoLLoTomOnKe Yo TpdTN Gopd amrd
toug 'EAAveg ypapeig tov 3ov p.X. audva yio va SNADOGOLV TV EPYOCIa TNG AVILYpaPNS TOV
BPAlwv pe 10 ¥épt. Tov 120 audva, o 0pog vwoBeTOnKe Yoo Voo SNADGCEL TNV TVELLOTIKY|
depyacio g ovyypaeng Pipriiov, evd, poéag tov 170 awwva, €lofe tn onuepvi) tov

onuocio.

2.2. Avadpopn: amo TNy EVTOTI 6TV YNQLOKY ETOY1)

Ta tedevtaio ¥pdVIa LETAKIVOOUAOTE OO TNV EVIVTN TPOG TNV YNOLOK TANPOPOPNON.
Ievikd, eivor TAEoV 0modekTOd TMG 1 YNOLaK) TANPOPOpNoN VIEPTEPEL EVAVTL TNG EVTVLTNG.

To 1otopKd ™G peTaPaong mapovotdlel HeYAAo eVOIPEPOV. ZINV Oapyn, M YPNON TOV
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VIOAOYIOTMV, OTOV Eekivoay vo ¥p1NCILOTOOVVTOL HalKd, NTOV amADS Yo TNV TOPOy®YN
EVIVTTOV ONUOCIEVHATOV. AVTE GE TPAOTN AT SOKIVOLVTOL LOVO EVTLTO, Ol VITOAOYIOTEG
onradn Nrav uévo to gpyareio pe to omoio dnpovpyodoope KAtL, dgv glyav Kapio oyéon U
TNV TOPATEPQ JaKivoN TOV. Xe MOUEVN PAOT ApYLoE Vo YiveTar dtdBeoT KEWWEVOUL, 1010 Le
T0 £VILTO, GE MAEKTPOVIKY] HOPON KOl HE MAEKTPOVIKG péoa, eite mpokerton yuo apHpa
mePLodIK®V eite yia PiPiia 1 Al Kelpeva mov GTEAVOVTAL G EKOOTEG 1 G€ AALOVG, KabBmg
ot eaon avtn ot ekdotec {nrovoay poli pe To £vTumo Kot To NAeKTpovikd Keipevo. Qomov
TEMKA QTACOUE GTO ONUELD, TOAAEG POPEC TOPA TTLOL, VO KOTOPYEITOL TO £VTLTTO Kol VoL YiveTon
OMOKAEIOTIKA 01d0eom mAekTpovikoy Kewévov (my. Pacelg Oedopévov, mMAEKTPOVIKA
TEPLOOIKA, K.0L.).

Ol TpdTEG EMOTNUOVIKEG NAEKTPOVIKEG ONUOGIEVLGELS, OV Eekivnoay, dnpiovpynoOnkay
Kot dtakvnnkay dniadn pécm vroroylotn, NTov katapyds kdmola Request for Comment
¢ IETF (Internet Engineering Task Force), mov mepiéypapov kamolo ototyeio eEEMENG
KATO10V S10d1KAGIOV, KUPIMG GYETIKA e TO TPp®IHo dtadiktvo, To 1969. Kabmg dev vrnpye o
1016c, OSloKkwnOnkav pe Owokéteg 1 GAAo péca, GAA  SlokviONKov  ATOKAEIGTIKA
NAEKTPOVIKAL.

Apyotepa, pe ta E - Prints, oto Los Angeles Laboratory - (1991), dAla&e mdAtL o tpdmog
NG EMOGTNUOVIKNG EMKOV@Viog, epaprolovtog éva chotnua 6mov dAot ot uGikol g idtog
ewdkotTog tomofetovoav kot avalntovcov ta Apbpo TOVG GE Eva KOO WEPOG, TOL
amokaiovvtav anobetpio (Educational Repository).

Qomov epydpacte otn onpepvny emoyn. ‘Hom and 1o 2003 extipdron 6Tt 10 93% TOL
TAPOYOLEVOL TTEPLEXOUEVOL Etvar ynerokd. Apa £va Ldvo ToAD piKpd TOGOGTO QTIAYVETOL GE
péoa un ynowokd, BEPata avtd dev cuvendyetatl 6Tt OA0 aVTO TO TEPLEYOUEVO dLaKIVEITOL OTTO
exel ko méEpa Yyneokd, Koo Eva LEYOAO HEPOG TOL TLITAOVETOL 1] OTOTVTTAOVETOL GE GAAQL
péosa. Opme otV ETOYN LOG TOL £XOVLE TNV TAELOYN G0 TOL VAIKOV 101 Yynelakd, eivat ToA
€0KOAO VO PPOVTIGOVE Y10 TNV YNOLOKT OoKivion KOl S TPON TOL TEPLEYOUEVOL QL TOV.
H nAextpovikn dnupocicvon dpyioe amd v Apepikn, v Acio kot kvupiog v lartovia. Tnv
i ypovikn mepiodo oty Evpddnn emkpatodoe n Evrunn dnuocisvon.

Ta meplodikd eivar 0 KOPLOG QOPENS EMGTNUOVIKNG TANPOPOPNONG KOl NTOV Ao TO.
TPOTO TOV EPOVTICAV VO SUKIVOOVTOL NAEKTPOVIKA. Xg TPAOTN (pdon dakiviOnkav oe CD,
OAAG Ko TAL pe PBdom Tig cLVOPOUES, amAmg dtaktvovsay to. CD avti va otéAvouv Evtuma
TEPLOOIKA. ApyiKd Mo TOAD epoppolotav oe mEPIMYEIS ApOp®V, TPOKTIKA GLVESPI®V,
EUTOPIKOVS KATOADYOLS Kot GAAO avTiotoyo epyoieia yuo avalftnor, oaAld oryd - ovyd
EMKPATNOE KOl OE OPIGUEVO TEPLOOIKAL.
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[TAéov, to péoo dtabeong Tovg Exel aAlaéel and CD otov 1610, dpa dev glvar amapaitnTto
T, £V0. QLUOIKO HECO Y10 VO PEPEL TO YNOLOKO TEPLEYOUEVO, OAAL LETOPEPETOL GTOVG
avayvmoteg katevbeiav péocw tov 10tov. To dwadiktvo eival mo apkeTd dadedopévo, To
HEYOADTEPO TOCOCTO TOV ovOpOTWV £xovv TALOV TPOGPROCT G aVTO KOl €YOoLV TN
dvvatdTTo Vo fpovv omoladNTote TANPOPopia amevdeiag Kol amd TNV TPOTN GTLYUN TOV
onuootevetal. Ady®m Tov 0Tl peEwONKe TOAD T0 OYETIKO KOGTOG, KLKAOPOPOLV TOPO
NAEKTPOVIKE TEPLOJIKA [LE GLVOPOUT OAAL KoL SpPEdV.

Ot popéc pe Tig omoleg SlKIVOLVTOL TO MAEKTPOVIKG TEPLOOIKA VTN TN OTIYUN
axolovBovv drapopa mpdtvna dmwg HTML, PDF, kA xor dAAda mov Pacilovior o XML.
Eniong, éyovv Eekvioet Kot kamowa £pya dGTE Vo ynelomomBovv madoid Tevyn yio va gtvon
Kot ekeiva dabféoipa niektpovikd pall pe o Kavovpylo Tov wopdyovtol kot dtatibeviot
katevbeiov nAektpovikd. Xapoktnplotikd tétolo €pyo eivar 1o JSTOR (Journal Storage
Project), mov dnmpiovpyel éva niextpovikd apyelio tov evtdmwv meplodkmv (electronic

archiving of printed journals http://www.jstor.org).

210 TEPLOOIKA Aowtov apyilovpe va Exovpe €KTOG amd TO EVTLTO. KOl «TOPOAANAQ
EKOLO0UEVOY TEPLOOIKA, TTOV £YOVV EVTLAN Kol NAEKTPOVIKY £KO00T SafEécun 6To KOwo,
TIOTA AvTiypa@a 1 po £K000M TG GAANG 1 LE IKPOSAPOPES OTTMG TOAVY avapOopd 6 GAAN
EVNUEPOTIKT, TpdoKapt, mAnpoeopia. 'Etor umopel vo éyovpe évromo meplodwkd pe
NAEKTPOVIKE avTiypopo 1 NAEKTPOVIKE TEPLOOKA LE EVTLTO AVTIYPOPO, OOV TO OVTILYPOPO
dev €yl amopaitnta OAN TNV TANPoopia, aAAd £xel OAN TV TPOTEHOLGA KOl OVGLUCTIKY|
TAnpoeopia.

Kot gotavoupe onuepa vo €govpe HOVo NAEKTPOVIKE TEPLOOIKA, TEPLOOKA e KOBOAOL
EvTumn pope1]. AvTtd €YoV TO TAEOVEKTNO OTL £X0VV TOAD UIKPOTEPO KOGTOG dnUovpyiog
Kol Unoapvo oyeddv kOGTOC dlaKivnong.

BéBaia, 6mwg eivar guoikd, 660 mo mepimAoko yivoviol o TPAYUATO YEVIKA Kol TO
TEPLOOIKA EWOKOTEPA, TOGO MO OVGYpNoTa Yivovtal, 13img Yo Tovg peyarbtepng nAkiog
avVaYyVOOTEG. AV GKEQPTOVUE OUMG TOV OYKO TNG TANPOQOPING TOV UTOPOVUE VO EYOVUE GTO
EVILTIO KOl GTO NAEKTPOVIKO TEPLOOIKO, PAETOVE TS dEV LIAPYEL GAAN AVvom: €vag amAhdg
dloKOGg LTOAOYIGTY| UOPEl Vo Y®PECEL TOOT] TANPOPOPIL TOL GE EVTLTN LOPON eV YWPAEL GE

TOALG KT praL pLodi.
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2.3. Tvgivar n Prprroypagio yevikd

O O6pog PipAoypapio mepiéyel mOAMOTAEG €vvoleg, HEPIKEG Oamd OVTEC Tapotibevral

TOPAKAT®:

o Amotelel €va  keipevo mov  mepiEyel  PPAoypagikés  avopopés oe  mNYEG
TANPOPOPNONG.

o Eumepiéyst ™ perlémm tov Pploypapikov Pdoewv dedopévev (bibliographical
databases), tng Piphopetpiog (bibliometrics or statistical bibliography), alAd kot tng
EMOTNUOVIKNG emkowvmviog (scholarly and scientific communication).

e Aniovel po Aloto pe PPMOYpaQKéS TOPOTOUTEG TOL YPNOLUOTOMONKAY GTO
TAOIG10 GLYYPOENG EVOG EPYOV.

e Zuyva o 6pog PpAoypagia vioBeteiton Kot 610 TAMIGI0 NG W6TOPiag Tov PiAiov.

Avto €xel g amotélecpa va €xovv dlatvmmOel pia celpd amd opicpol yw Tov 0po
BipAoypapia pe okomod va eEummpetiicovy Tig ekdotote avaykeg (Feather, 2003).

O 1o ko1vog oplopdg Yo TNV emotUn TS PPMoypapiog avapépel Twg: n fiflioypapio.
elval 1o, COOTHUATIKY KOTOYPaQY TANPOPOPIaY yia. PiffAia, orTikookovoTiKe DAIKG. Kol GALES
EKOOTEIS, OPYAVOUEVY OE W10 AOYIKN OEIPC, TOD TOPEYEL GTOLYELO, VIO, TOV GOYYPOPER TOD
TEKUNPIOD, TOV TITAO TOV, TNV NUEPOUNVIO. GALG Kou TV TEPIOXN ONUOTIEDONG, TOV EKOOTH, TNV
gxooan, ™ oe€ipa, kal 1o TEpIEYOuEvo tov tekunpiov. Ot BipMoypapiec mokidovv kabmg
umopet eite va avaeépovtat ota £pya vog LOVo cuyypagéa 1| evog BEpatog gite va mepiéyovv
OTOU(ELD Y10 Lol TEPLOYN KATA TN OLEPKELDL LG XPOVIKNG TEPLOJOV.

H Biproypapioc ©¢ mpoktikn, eivor n okadnuoiky perétn tov PPpAiov. e yevikég
ypoppéc, N PPAloypaeio dev acyoreitar pe 10 meplexOUEVO TV PIPAIoV, 0AAA pE TIC TNYEG
TV PBPMov Tov ypnoipwonombnkay yio v ovyypaen toug. Ta €idn tov PiAioypapiodv

Yopilovial GOUEMVA LIE:

Tn pope1: EVOEIKTIKY, AVOAVTIKY, TEPTYPAPIKT Kot KPLTIKY BiAoypapia.
To mepieydpevo: yevikn kot 101k BifAtoypapio.
Tnv éktaon: e§avTAntiky kot kot emioyn Piproypoeia.

To ypovo kdAlvyng: tpéyxovoa Piploypapia, avadpoutkr BipAoypapio.

o & w0 DN PE

Tnv ta&vounon: aleafntikn, Oepatikn Kot ypovoroyikn BiAtoypapio.
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6. Tov tpdémo cHvtagng: aueon PpAoypapia kot Eppeon Pipioypaeio.

H Biproypapia Bpicketor cuviBwg oto T€A0g g kdbe donpocicvong kKot mepthapPdvet
OAEG TIG ONUOGIEVLGEIS TIC OMOIEG O GLYYPUQPENS YPNOLUOTOINGE Kol oV TPOKELTAL Yo
EMOTNUOVIKO TTOVNHO M KAOBe avapopd epgoviletoar wg mopomounn péoa oto keipevo.H
BipAoypapia  omavidtar  ovvnbéotepo o OMUOCIEVLGELS UEYOANG  KAIMOKOG, —OTMC
povoypopiec, kepdiaio PAlwv, TTuylakéc epyocies. e HEPIKEG TEPUTTOOELS OTOVTATAL KoL
o€ TEPLOJIKES ONUOGIEVGELS, AALA OVTO TOIKIAEL AVAAOYO LE TO TEPLOOIKO.

Kémowo and ta media piog pAoypagikng avagopds eival omapaitnto yio Tov eVIoTicid
Kot TV avayvopion tovs. BéPata ta nedia tov BiAoypaeikdv avagopdv eivor avtictoryo
TOV TOUTOL NG dnpooievong, m.y. av eivarl Eva apBpo meptodikod N o povoypaeic. Kdamowo

A0 gtvon TPOUPETIKA, AVAAOYA [LE TOV TOTTO OVOPOPDV TOV YPTGLLOTOLOVVTAL.

‘Ovouo cuyypaeEa 11 OVOULOTH GLYYPAQEMV

To 6voua tov ouyypaeéa 0o tpénel va avaypdeetor. Kabe tomoc dtabétetl v dikn tov
TPOKTIKN, OTOV EVa £PYO0 Elval Av@OVULLO 1] OTOV EKTOVEITOL Atd KATOL0 GLAAOYIKO OpYOvVO. €
LLEPTKOVG TOTOVGS, OMOLTOLVTAL OAO TAL OVOLOTO TMV GLYYPAPEWMYV, EVD GE UEPIKOVS GALOLG

ypnoonoteitat to K.a. — et al, vwd Tpovmobicers.

Tithot
O tithog g gpyaciag sivor amapaitmro vo avaypdeetol. AAAot Tithot mov ypetdleTon va,

avaPEPOVTOL Etvat ot TITAOL TV TEPLOIKADV KAl TOV GLVEIPIMOV.

TonoBeoiec
O 16m0¢ dnpocicvong amovctalel Tig TEPIOCOTEPES, AV Ol OAES TIC POPES OO OVOPOPES
TEPLOOIKMV, YPNCLOTOLEITAL OPMOS TXEOOV TAVI GTIS LOVOYPAPIES KOl GLYVA GTIC AVOPOPES

oLVESPILOV.

Xpovohoyieg

To étog Omuocicvong etvar mn ypovid oOnpocicvong 1ng epyaciog Kol amorteiton
TEPLGGOTEPO OTIG LOVOYPOPIEG N OTIC U TEPLOOKEG EKOOGELS YEVIKOTEPO. XTIC TEPIMTMOELS
ovvedpiov pmopel vo amouteiton o xpovog oeaymyng tov, o omoiog o€ tavtiletal mavto pe
™V Nuepounvia MMUocievons. Xe TEPIMTMOCEIS NAEKTPOVIKAOV TTNYOV UTOPEl Vo, amonteiton n

avaypaen NG mMUEpOUNVIOG MAEKTPOVIKNG ONUOGievomg, TeEAELTOMOG OvVOVEOONG 1
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nuepounviag wpdoPfoonc. To EMOTNUOVIKA TEPLOOIKA GLYVA OVOPEPETAL M| MUEPOUNViD
PO VIOPoANG Tpog kpion g epyaciog (date of first submission). Me tov 6po «mpdT™»
KOADTTETOL KOl 1) TEPIMTOOT TOL M gpyacio amoppipdnke apyikd, oaAAd emovomofAnonike

apyoTEP EMEITO OO PEATIDGELG — TPOTOTOGELS.

‘Ovoua ekdOTN/eKd0TIKOD 0iKOV

[Tpdkettar yio To Ovopa Tov KOOI VOGS ONUOCIELIEVOD £PYOV Katl TO omoio cuvnBiletat

va gpeoviletar g OAEG TIC TNYEG, TANV TOV TEPLOSIKAOV.

ApiBunoeig

a) Topov/tevyovg. Ot apBpoi Tov TOHOL Kot TOV TELYOLS gpHPavifovtal cLVNO®G OTIg
avagopég meplodikav. Ot topor PéPara umopel va epgoviCovtar o€ povoypapies, ot
omoieg ekdidoviar ce dV0 N mEPLGGOTEPQA TUNpOTA. AAAN o apiBunon elvar avty tv
GEPOV.

B) Zelidwv. H apibunon tov cerMowv yivetal pe TNV avaypaen TG GVYKEKPIUEVNG GEMOOG
(M oehid®v, av TPOKELTOL Y10, TEPICCOTEPES) GTNV MEPIMTMOON TOV LOVOYPAPLOV. TNV
TEPIMTOON TOV TEPLOOKMV XPEWELETAL VO OVOYPAPETAL 1) OPYIKT| KOIL 1) TEMKT GEAIDQ TOV

apOpov.

"Exdoon

Dorvopevikd &va pn YpIOLO GTOLKEID Yol TOV EVIOMIGUO TWV TNY®V, GAAL XPNGLO Y10
mv afohdynon tovg. H apibunon g éxdoomg ypnotpevel otov €vo Pipfiio  €xet
TEPLGGOTEPES MO U0 EKOOCELG KOl GE AVT TNV TEPIMTOON £XEL VIOGTEL KATOEG OAAAYES

(mkpng kKipaxog cuvnwg).

Ynowoxn Tavtotnta

Kabog mhéov moAld and ta apbpa, Pipiia kKA drokivodvtal 6e yneloky Hopen, To
neplocdtepa omd avTtd yopoktnpilovior amd Evav  HOVOOIKO GLVOLOGHO YOPUKTHPOV
(ypaupoto kot ymein), ta omoio. kabopilovv v ynelakn tov tavtotnta (Digital Object
Identifier — DOI). H tavtotnto avt) mAéov avaypdeetal cuyva poli Le to vToloiro oTolyEio

o€ [ AloTa avopopmV.
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2.4. T givar ot Priroypa@ikég ava@opés Kol yroTi Eivarl TOG0 GNUEVTIKES

H ovyypaoen omowaconmote epyociog (cepvapiov M mTuylokng) yiveton €merta amd
BipAoypapikn €pevva kol amoutel TV avagopd TV ONUOCIELUEVOY TV (BAiov 7
kepadaiov  PpAlov, apBpov  mEplOdikdv, TY®V  TOL  JOIKTOLOL, K.G.) 7OV
ypnoworomdnkav. H avoaeopd tov mnydv mov ypnoiponoince o cvyypapéag otnpiletol og
OPIOUEVES apYEG Ko YIVETOL HE OCULYKEKPIUEVOLG TPOMOLG £TCL (OGTE 1) TANPOPOPio. Vo

ypnopomoleitoan opOd kot voppo. Opiopéveg amd avtég TG apyEs stvat:

*  Evtipdtra: o ocvuyypagiag Befaidvel mmg dev Exel okelomombei Epya 1 10ée¢ GAAWV, deV
drampdrtel OMAadT| To adiknua TG AOYOKAOTNG.
*  Eley&yomta: o avayvdomng pmopet va eAEYEEL Kot va SOMIGTMOGEL TNV €YKLPOTNTO Kot

™V akpifela TV TANPOPOPLOV TOL TAPAOETEL O GLYYPAPENS.

Allot Adyot Yo Tovg omoiovg tvar amapaitntn 1 gp1on TV PPAOYPAPIKOV avVIpOpdOV:

* O ovyypagéag amodekviel To €0pog Ko o BdBog g €pevvag Tov mpocdidovtag aio
oTNV £pyacio Tov.

* O ovyypagéag amodetkviel T Pabdid YvdO™ TOV EMGTNUOVIKOD TOV OVTIKEWULEVOV, KOODG
KoL TNV TopoakoAovOnomn g Tpéyovcag e£EMENG Tov TopEN TOV.

* O avayvootng pmopel va evtomicel Kot vo. SIEPEVVIGEL £VOL EMGTNUOVIKO TTedio Kol va

Bpet myéc evolapEpovTog.

O 1pémog pe tov omoio yivovtor ot avagopés TV £pymv amd To omoio (AVTANGE
TANpoedpNon o cuyypaeias kabopiletal and mpdtuma mov Exovv avantuybel deBvog and
TOVETIGTNUO, EVAOOCEIS 1N OPYAVICUOVS KOU TPOEKLYOV damtd TIS OVAYKES TEKUNPIwOoNG
Spoépwv emoTnuovikev mediov. Mo moapdoetypa, otn oTpiPn oL UETOPPACTNKE OTA

nmlaiclo g Tapovoag epyaciag epappoletor To popud g IEEE.

38



Kegpddoio 2

2.5. Ta gion Tov Bifroypaik®@v ava@opav

Oleg o1 BMoypaikéc avapopic Epywv epeavilovtol o€ pio pyacio pe 0V0 HOPPES: MG

TOPATOUTES Kot G PA0Ypapia.

1. Me v mopamounn (in-text citation) o cvyypagéag mapabétel oe cOvVIoun HopEN TV
avaeopd oe £pyo GAAoL cvyypagéa. Ot mopamounég £xovv 000 HOPPEG: TNV aplOUNTIKN
avapopd Ko TNV TopeVOETIKT avapopd.

o. H apiOuntum avagopd €xet ™ popen apBuntikov ekbétn 1 apBuov evidg aykvAng
dimha oV avapopd evog amoGTACUATOS N 10£0G HEGO 0T pon Tov Keévov. Ot
apuntikol exBétec pe ta TANPN otoryeio TOL £pyov TPOS avaPopd Ppickovtal 6To
TENOG NG oeAidag (vmooeAidieg mapamouméc—footnotes) | oto téhog TOL KEWEVOL
(endnotes).

B. H mopevBetikn oavoeopd kataypdeer to Pacikd otoyeio g myng avaeopdg
(cvyypaéngs - £T0G €KO00MG N GLYYPUPENS - GEAIDEC) GTO GNUELD TOV ATOGTACLLATOG

N TG AvaPopAg EVTOS TOV KEYEVOU.

Av mpoxertar yioo dpBpo Ge EMGTNUOVIKO TEPLOOIKO / GUVEIPLO, LIAPYEL TAVTA COPNG
oonyia Yo TO MG TPEMEL VOL OTOTLITOVOVTOL Ol OVOPOPES. XE YEVIKES YPOUUUES, YOPIG avTd
vo amoterel amOAVTO KOVOVA, GTO OVTIIKEIHEVO UNYovIKOD Kol OETIKOV ETCTNUOV M
avagopd yivetar pe exBétn M aykOAN, eved Yoo OepnTikd OvTIKEILEVO TPOTIHATOL 1)

TapeVOETIKY avapopd.

2. H Biloypooeio amoterel Eeympiotd tunpa g epyaciog, Ppioketal 6to TEA0G NG Kot
TeEPAAUPAVEL TO GOVOAD T®V £PpY®V 1| TYAOV TOL GLUPOVAELTNKE O CLYYPAPENS OTYETWS
av &xel KAVEL avaopd 6€ avTA PECH GTN PON TOV KEWWEVOL TOV. TNV EAANVIKT YADGGA
KOl GUYYPOQIKN TPOKTIKY] XPNOLOTOIOVUE YEVIKA TOv Opo «BiMoypapion ywpic va
dwkpivovpe avapecsa oe Bipioypagikég Iapoamounég (Reference List/Works Cited) xa
Biphoypagia (Bibliography) 6nmg yivetar 610 e£mtepikd. ZOUQ®VO L VTN TN SOKPIoN
ot Biphoypagikés IMoapamounés mepiéyovv poévo 10 VAKO mov £xel avoapepOel pe
TopevOeVTIKEG 1 aplOUNTIKES avapopEg EVTOg KEWEVOL evd 1 BifAtoypagia mepiéyel OAeg
TIG TNYEG OV EYEL YPTCLOTOMGEL O GLYYPAUPEASG Y10 VAL SIUUOPPADGEL Aoy Yo To OEpa

OV Kot va otnpiget ta emyepnpatd tov. Ta ddpopa mpdtuma cvvtasng PiAtoypagikdv
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avaQOPOV  OKOAOLOOVV  SLOPOPETIKY] TPOKTIKY ©TO0 Oépa ovtd Ko avtioTouyo
YPNOUOTOOVV OlPOPETIKN Oporoyia. AV T.x. TPOKELTAL YO TTLYWOKN Epyocio, KAOE
eoOUNTC/TPple, o€ cuvvepyaosio pe Tov emiPAémovta kabnynty, pmopel vo emidé€el to
TPOTLTO TOV TOPLALEL OTIG OMOLTHGELS TNG EPYOUCIOG TOV €GV OVTO dev TPOGdlopileTal
cOP®OC Ao TIC 00NYIEG GLYYPUPNC TTVYIUKMDV EPYACIOV TOV 1GYVOVV Y10 TO GUYKEKPIUEVO

TUNpa / 10pLpLaL.

2.6. INoti wpémer va avagépovpe ™ rfhoypagio o po epyoacia

Ot BProypaecés avapopés eivor amapaitmto ototyeio kdbe akadnpaikod Keévou,
EPELVNTIKOD N EMIGTNUOVIKOD GLYYPALUATOC, Y10 VO UTOPEL O AVOYVAOGTNG VO EVIOTIGEL TIG
TYEC av TO KPIVEL OOPOITNTO KOl VO Glyovupevtel 0Tl o1 mAnpogopieg eivar axpiPeic.
Xpnowomoohvtal Yoo vo SNAMGOVY TIG TNYEG amd TIG OMOIEC O GLYYPAPENS GVIANGCE
TANPoeopieg kot oToryela mov ypnoponotel oto Epyo Tov. Ot myég deiyvouv cefacud Tpog
TOL TVELULOTIKG SIKOLDLOTO TOV SNUOVPYOD, EVA TOVTOXPOVA EVIGYVOVV Kol TNV aS0mIeTio
0V ovyypaupotos. EmmpdcoOeto dtav ypnowomolovpe otoryeiac amd GAAQ GUYYPAULOTO

YOPIg VAL AVOPEPOLLLE TNV TTNYN, TPATTOVUE AOYOKAOTY).

2.7. Ilog ovvtdoocovue v fifloypa@ic o€ pio Tty Lok pyocia

H ovvtaén g PPproypaeiog dev yivetan tuyaio, oAid axorovBel kdmolovg KovoOveg
dopns. Mo ovykekpuéva ypdeovpe mpota v EEvn PifAtoypapio kot HETA TNV EAANVIKI
oL ypnoorominke. Xt cvvéyxelo axorovBovv ta Piia pe adeafnTiky celpd Kol pe
Baon to emd®vvpo tov ovyypagéa. Av €va PipAio dev ovinKeEl GE KATOWO GLYKEKPYEVO
ocvyypagéa ot B€om TOL EMOVOHOL TOV GLYYPOEEN KOl GE TopEvOeon YpApovue YPig
ovyypapéa. Télog, akorovbovv, TdAl oe adpafntikny oepd, ta PiPiia pe Bdon tov titho Tov

BipAiov. ITo cvykexpuéva Tpémel va avoypapovat:
A. Ta piflia:

e To 6vopa tov GuYYpaPE: ETOVLLO, OPYIKO TOV OVOLATOG

o O ypdvog ékdoong (oe TapévBeon)
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e O tithog tov PipAiov (cvvnbBiletar va tov vroypoupilovpe 1 vo Tov YpAQOVUE LE
évtovoug yapoktpeg «Bold» 1 pe mAdytovg yapaktipeg «Italicsy).
e O 10m0Cg £Kd00MNG
e O ekdotiKO¢ oikog.
Ta &0 tedevtaio pmopovv va aAra&ovv oepd. No mpocéEovpe €dd Oti: Metd amd 10
EMMOVLLO TOL GLYYPAPEN AKOAOVOEL KOLLL Ko LETE TO OVOULA 1] TO OPYLKO TOV OVOUATOG TOV,

telela.

B. To eyxoklomoioeieg:
e O ypdvog éxdoong
e O tithog g eyKvKAOTOIOELOG

e O 16m0G £Kd0OMG KOl O EKOOTIKOG 01K0G

O ap1Buog T0V TOHOL

O apBpdg TV ceAidwv

I'. T'io apBpo. wepiodikwv:
e To ovopatendvuo TOL GLYYPAPEN

e O ypdvog £kdoomg

O tithog Tov apHpov

e To dvopa ToV TEPLOKOV

O pfvag, o TORoGc, 0 aplBldg TOL TEVYOVG

O apBuog tov ceAldwv

A. Apbpa epnuepioog:
e To ovopatendvupo TOL GLYYPAPEN
o O ypdvog éxdoong
e O tithog Tov GpbHpov
e To 6vopa g epnuepidog
e H nuépa ko 0 unvag SnUocisuong Tov TeLYoVg

e O opBudg g oeridag
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E. Bivteo:

O tithog
O ypdvog £kdoomg
O exdooelg

O 1om0¢ £KdooNg

2T. CD-ROMs:

O tithog
O xpovog ékdoomg

Z. Moodixrovo (Internet):

To dvopa Tov GuyypaPEa 1 TOL POPEN
O ypovog dnpocicvong

O tithog

H d1ev0vvon ¢ 1otoceridog

O 16m0g éKdOOMG

H nuepounvia tpocméraong

H. Hlextpoviko toyvopoueio.

To dvopa Tov Guyypagéa 1 TOL POopEn
O xpovog cuyypagig
O tithog, o Bpa

H d1ev0vvon e-mail tov cuvtdaxm

H npepounvia

6. 2vvevredleig:

To dvopa avTov/aTNG TOL £6MCE GLVEVTELEN
H ypovikn mepiodog 1  nuepounvia tov wépbnke n cuvévievén
H 1310m10/0é0m avtov/avtig mov divel T cuvévtevuén

O tithog / To Oépa

1. DviLadia, urpoooipeg:

O tithog
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e O ypdvog £kdoomg
e O exdotg

e O 16m0G éKd00OMG

2.8. Lxomog g frproypa@iog 6g po Tty Lok Epyacio

[Ipwtapywd poOrO oI GLYYPAPN MO TTLYOKNG epyaciag mailer n avalnmon g
oxetikng Prproypapioc. H Biprloypaeikn emokdmnon yio Eva cuykekpipévo Bépa cuvnbwmg
dev etvor g0kodn Swdwaoio, oamontel téxvn, AEOIPETIKN KovOTNTO Kot péBodo. Amortel
emiong k6mo yati o ortntg Oa mpémel va emokeptel PPAodnKeg Kot va aplep®ceL xpoOvo
otV avalnTnon Kot 6T GLYKEVIPWOGT] TOV DAIKOV.

210%0¢ TG PPMOYpaPIKNG avackOmnong etval katd kupto Adyo va Bondncetl 1o gortnt)
VO OPYOVOGEL TIG GKEWYELS TOV, Va Tagvounoet ta kupla (ntuota mov 0EAel va eEgtdoet oAl
kol va Béoel toug otdrovg TG epevvdg Tov. Ilo ovykekpuéva, m oavalnmon g
BipAoypapiag de€dyetal otnv apyn NG EKTOVNONG HOG TTUYIOKNG EPYACING KOl OmOTEAEL
0L OPYOVOUEVT] KOTOY POLPT):

o) TNG EPEVVNTIKNG TTEPLOYNG OV eEgTAlETOL
B) Tov kpicwov nnudtov mov oyetilovial Le avTn Kot

Y) TV peBOI®V OVTILETOTIONS TVYOV TPOPANUATOV TOL PTOPEL VO, TOUPOLGLUGTOVV

H opydvoon kot n xotaypaen g PBiproypaeiog eivar dwadikacieg mov deEdyovron
TApOAANAG. pe TV avayvoon tov PPiiov 1 tov apbpov. Eivor onpoviikd xotd v
avayvoon Tov BAOYPAPIKAOV TTNYDV 0 GOLTNTNS VO CUELOVEL KATOL 1) VO OTOTUTMOVEL LEGA
010 Kelgevo Vv mEPIANYN TOLG OPECHOC HETO TNV OvVAYVOON KOl OUTOHATOC Vo
avVaOLOPYOVAOVEL GTO LVOAO TOL TNV EIKOVA TNG EVPVTEPNG EPEVVITIKNG TEPLOYNC.

H Biprioypagio éxel okomd vo TOPOVCIAGEL GTOV aVOyVOGTH e dOUNUEVO TPOTO TNV
0pYAVOGT TNG TEPLOYNG OV SIEPELVA KO TTLO GLYKEKPLUEVO VO TOPOVCIACEL:

®  TO YEVIKA YOPAKTNPLOTIKA TOV EVPVTEPOL TPOPANLLATOG TOV SLEPEVVA

®  TIG OYETIKEG LITOTEPLOYES TOL {NTHLOTOG

® TNV KOV TNG EPEVYNTIKNG TPOSTADELNG PLEYPL OTIYUNG 0TIV TtaryKOG o BiAtoypapio

e o {NTNHOTO TOL HEVOLV AVOLYTA TPOS OlEPEVVION|
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2.9. llpotvma Brpiroypo@ikav avapopmv

Y& moykOG o eninedo, £xovv avantuydel d1dpopa cuoTHUATL BIBAOYPAPIKOV OVOPOPDY
Yo TV amdO0GT, COUPMVO, LE TNV OTAITOVUEVT] LOPPN, TOV TNYDV TOL YPNCILOTOONnKaY
YL TN GLYYPOQY MG EPYOCiNG, TO OmOio JPEPOLY MG TPOG TOV TPOTO WE TOV ONOI0
dopeitan ko mapovoialetar mn PipAoypagiky mAnpogopia. Ola ovtd To mWpdHTULTA
BPAOYPOQIKOV avapop®dY, EVD TAPEYOLV TIG 101EC TANPOPOPIES, dNANON OVOLL GUYYPAPEX,
T{TAO, TOTO €KOOCNC Kol EKOOTN, TO Kabéva £xel TIG O1KEG TOL 1010{TEPEG AmoUTNOES. DVOIKA,
Oa mpémel va ypnowonoteital Eva povo tpotvmo ™ Popd. O TPOTOC LE TOV 0Toio yivovtal ot
avaQOPES TOV EPYMV amd To OToio AVTANGE TANpoPopies o0 cuyypapéag kabopiletor amd
GLGTNLLATA 1) GTVA OV €xovV avamtuyOel H1EOVAOC amd TAVETIGTNLO, EVOGELS )] OPYAVIGHLOVG
Kol TPOEKLYOV OO TIG AVAYKEG TEKUNPIOONG S0POp®V EMGTNUOVIKGOV Ttedimv. Opiopéva

a0 TO L0 YVOOTA Kot EVPEMG dLodEdONEVH ETvat TOL:

1) APA Style:

To mpoétuvmo APA mpe 1o 6vopd tov oamd tov Apepikavikd Opyoviopd Yoyoloyiog
(American Psychological Association) kot ypovoAloyeiton omd ta TéAN ™G deKoeTiog TOV
1920, 6tav pio opddo aKadNUOIK®OV, TG Omolog To HEAN TPOEPYOVTIOV amd T Tedla TNG
Yoyoroyiog, ™ AvOpomoroyiog ko ¢ Atoiknong Enyeipicemv, cuvavimnke pe oxomnd
™ Onovpyio €vOG CLOTHUOTOS PIPAOYPAPIKNG avOPOPAS. XNUEPO TO GCLYKEKPUYEVO
TPOTLTO YPNGUYLOTOLEITAL GE JAPOPO EMGTNUOVIKA Ttedia, Kupimg oe avtd Twv Kowvovikdv

Emotuaov.
Hapoamopnéc:

Ot mapamounéc oto Keipevo yivovtar o€ Oha ta mapevOeTikd mpdtuma pe v TomobEnon

TOV €MOETOL TOV CLYYPOPEN KOl TNG YPOVIAG ONUOGIELOTG TOV EPYOV.
Bipioypagia:

e H piproypaopia eicdyetor pe tov titho References kevipopiopévo

e Ot avagopéc mapotiBevtal aApofntikd pe PAon To OVOUO TOL TPMTOL GLYYPLPEN KoL
aplotepy otoiyion kat elc@yovtar pe eEoyn mpdng ypouung (hanging indent)

e Amouteiton OumAO 0140TLY0

o Ilepiocdtepa Epya TOL 1010V GLYYPOUPED AVAPEPOVTOL OLAOOYIKA e aDEOVCA XPOVOAOYIKT|

cepd
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1) MLA (Modern Language Association) Style:

H pébodog MLA (Modern Language Association) onpiovpyndnke otig HITA to 1883 mg o
EMOYYEAUATIKY] VOO Y10 KOO UOTKOVG TOV EMGTNHOVIK®OV TEdimV TG Aoyoteyviog Kot Tng
IN'\woocoag. H de In éxdoom odnyov exddOnke poig to 1977. Inuepa ypnowwonoteitor n 71

éxooon.

e H Biproypaopia eiodyeton pe kevipapiopévo tov titho Works Cited

e Ot avagopéc mapoatiBevral aApofnTikd pe fAom To OVOLN TOL TPAOTOL GLYYPAPEN

e H otoiyon eivan apiotepn

e Mecorafel Stmho didoTiyo.

e Oravogopég etodyovton e e€oyn npmtng ypauung (hanging indent).

o Y& OAEC TIC OVOPOPEG EVTVTIEG 1) NAEKTPOVIKES OVOYPAPETAL O TOTTOG TOV HEGOV.

e Agv amoutobvtol ol NAEKTPOVIKEG OlELBVVGELS. ZVOTNVETOL 1 XPNON TNG NAEKTPOVIKNG
dtevbuvong novo e mepintwon mov 1 YN o€ pumopel va Ppedet kbmov aiiov 1 To amortel
0 Kafnyntigc.

e T meprocodTEp £pya TOL 110V GLYYPOPEN OIvETOL TO OVOLN LOVO GTNV TPMTY CVOPOPa
Kot otig emopeves avikabiotator ond (---.). Ta épya moapatiBevror aAeapntikd pe tov

TitAO.

I11) Chicago Style:

To Chicago Manual of Style mapéyet odnyieg kar copPoviég oyt povo yia ™ cvvToén
avaopmv kot PipAoypapiog, dAAL YEVIKA Yo TN LOPOOTOINGT Kot £KOOGT EMGTNLOVIKOV
gpyacidv Kot Bempeitar 1 fdon mpotvmonoinong g epevvntikng pebodoroyiog otig HITA.

2NV TPOYHATIKOTNTO OVOPEPETOL GE GVO OLUKPLTE GTLA OVOPOPDV:

A) To otol Tov gQapudleTarl oTIC AVOPOTICTIKEG EMICTNES, 1GTOPIOL KO TEXVES KOl TOPEYEL
odnyieg v ™ obvtadn v vroonueiwcemy Kot ¢ Piprloypagiog (Notes/Bibliography
system). H avagopd tov mnydv pe 1o otuoh Notes/Bibliography amattet:
1. 'Evav aptOuntikd deiktn 611 pon T0v KEWEVOL Kol TNV avTicTolyn onUeimon 610 KATM
népog g oeridag (footnote) 1 610 T€AOG TG evoTNTOg (endnote).
2. M Bproypaeia (bibliography).
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B) To otuA mov e@aprdleTol 6TIC PLGIKEG KOl KOWMVIKEG ETICTNUES Kot TOPEXEL 00N YIES Yo
N oOVTAEN TOV TOPEVOEVTIKOV avapopdV TNG Lope1§ «Zuyypapéas — Huepounvia éxdoonc»
(Author-Date system) ka1 g AMotag Tov Bifloypagikov [aparnopndv (reference list). H
avaPopd TV TNY®OV pe 1o oTuA Author-Date amattet:

1. M mapevBevtikn avagopd (in-text citation), mov vrodekvidel 6Tov avayvmotn Otl Ta
TANPN oTolElD TNG TNYNG LIAPYOVY ot Alota TV BipMoypagpikov [Haparoundv 6to
TEAOG TNG €PYACIOG.

2. Mo Aioto BipAoypagikav [aparopndv (Reference list).

IV) Harvard Style:

Ta mepiocdtepa TpoOTLTTAL AVvaPOopds Paciloviar oe eyyelpidia Too omoio ekd6OMKaY omd
AKOOMUOTKES EVOOELS 1| ekd0TIKEG eTanpieg. Kdtt t€t010 dev 1oyvel oy mepintwon Harvard
KOl GUVETMG VITAPYOLV OPKETEG EKOOGELG TNG cvYKeKPEVNG neBddov. T'a to Adyo avtd Ba
TPEMEL VO VILAPYEL CLVETELN GTOV TPOTO mopabeons g Piproypapiog amd t0 cuyypapia

€POCOV EMAEYEL T CLYKEKPIUEVT HEBOSO.

e Otavagopég mapatifevror ahpofntikd pe fAcn T0 OVOUO TOV TPMOTOV GLYYPAPL.

e H otoiyion mov akorovBeiton sivor apiotepn).

e OutitAol TV BV napatiBevtar oloypleog Le TAGYLo YpapLpoTa.

e Mecorafel SUTAO S140TLY0 HETAED TV OVOPOPDOV KOl LOVO SIACTLYO GTO TAAIcLa TG 110G
avaQopag EpOCOV VT KATAAAUPAVEL TAVE® od pio ypopun.

o Ilepiocdtepa épyo tov 110V GLYYPAPEN OvaPEPOVTOL dLOOOYIKE Kol €00 pe avcovoa

YPOVOLOYIKN GEPAL.

V) NLM (National Library of Medicine) Style:

H pébodoc avt ypnotpomoteiton katd KOplo AOYo ota emiotnpovikd medio g latpikng
kot g Kwnowoloyiag. O tpdmog ypriong g mokikel 1660 @G TPOG TOV TPOTO ToPAOECoNG
myov péco oto Keipevo 0co kot ot Piproypapio. Katd koplo Adyo ypnoiponoteitor o
online odnyog “Citing Medicine: The NLM Style Guide for Authors, Editors, and Publishers,

2nd edition”.
Hopamopméc:

Ot mtapoamounég oto Keipevo ota apduntikd tpotTuma yivovtor pe apibunon 1, 2, 3... eite

LE 0yKOAEG €lTe UE T yp1|oN EKOETOV.
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Bipioypagia:

e O tithoc pmopei va epgaviletar wg: References, Literature Cited, Bibliography.
e Tiveton ypnom apiBunong yia kébe avoapopd.

e Otavagopéc ot Piproypapio TapatiBeviot pe ) cepd mov epeavifoviotl 6To Keipevo.

VI) IEEE (Institute of Electrical and Electronics Engineers)

Tov ohokAnpmpévo 0dnyd pmopel kKaveic va tov Ppet amd v 1otoceridoa g IEEE. Ocov

agopd ™ Pploypagia:

e Kdé&Be avapopd tavtomoleiton pe GUYKEKPIUEVO oplOO TOV EGOKAEIETOL GE OLYKVAEC.

e Ot opBuoi otoryiovtar aplotepd 6 GTNAN.

e AxoAovBoOV ot oavoeopéc pe povd ddotiyo ot omoieg otoryilovior aplotepd
oynpotifovtag dikrn Tovg GTHAN dimAN GE VTN KE TOVS aPLOUOVG.

e Ouvavagopéc ot Biproypapio TapatiBeviot pe ) cepd mov epupaviCoviotl 6To KeiPeVo.

47



48



Kepdaloio 3

KEDPAAAIO 3

TO AOT'TEMIKO MENDELEY REFERENCE MANAGER QX
H BEATIXTH EIIIAOI'H I'TA THN OPI'ANQXH
BIBAIOI'PA®DIAX

3.1. Ewoayoywka

H dwyeipion tov Biprloypaeikdv ovaeopdv ivat pio amd Tic o mepimlokes TTuYEG TOL
KOAEITOL VO OVTIETOTIGEL £VaG EPELVNTNG KATA TNV SLAPKELD TS GLYYPUPNS OTOLGONTOTE
epyaoiag, eite mpoopiletar yio dnpocicvon eite yio eowteptkn dwakivnon. H oloéva kot
ALEQVOLEVT] VAYVOPLOT TNG ONUOGIOG TNG TVELUATIKNG 1010KTNGIOG, TNG EMIGTNLUOVIKNG
OKEPULOTNTOG KO TNG OEOVTOAOYIOG OTNV aKOONUATKT KOwOTNT, KAOMG Kol Ol TEPACTIES
TOGOTNTES TANPOPOPLOV TOL UTOPOLY TAEOV VO LETAPEPOVTOL NAEKTPOVIKA, 00MYOVV TOLG
YPNOTEC OTO VO GTEAVOLV, VO AVILYPAGOLV, VO OpYyoveOVoLv Kol va  owayepilovron
TANPOPOPIES Kot KEIPEVO ONUOVPYDVTOG VEES O1KEG TOVS avapopss. EmumAiéov, vmdpyet po
0A0EVOL  aVEAVOUEVT] OVAYKY TOV  E€PELVITOV VO, ONUOCIEDOLV TO EPELVNTIKA TOVLG
AmOTEAEGUOTO, KOODS HE YvOUOVA OVTA OEWAOYEITOL TO €PELVNTIKO £PY0 TOVLG KOt
kaBopileton  akadonuaiky €£EMEN TOvg PEGH OO TNV OMYNON TOV ONUOGIEVCEMV TOVC.
Koabiotatar €101 avaykaio n ekmaidevon twv ¥pnot®v o1 (PNoN CLYXPOVOV EPYOAEi®V
dwxeiprong avapopdv. Ta gpyareio PipAloypagikng dtoyeiptong ¥pnoyLomolovvIol EVPEMS
amd TOVG E€PELVNTEG YO TNV AmOBNKELOT, OPYAVMON Kot SloYElPIon TOV OvVOPOPOV Yo
epeVVNTIKEG epyacieg, OaTpiPés, apbpa meplodikdv kot dAieg dnuoocievoels. [Ipoxetton yio
gpyareia mov pog Ponbodv va eviomicovpe Pipioypapia, va amodnkevcovpe anevbeiog amd
OkTvokéG PAoel OE0OUEVOV Kol 1GTOTOTOVG KOl VO, OPYOVAGOVLIE GE TPOCMMIKY Pdom
dedoUEVOV PIPAIOYPAPIKES OVAPOPES, VO EVOMUATMOGOVE OVOPOPES TS EPYUGIEG LOG, VO
onuovpyncoovpe PipAoypapiec Kol vo TIG LOPPOTOU|COVUE EMAEYOVTOS TO OVAAOYO GTLA

EUGAVIONG Y10 TV TEMKN ONUOGIELOT).
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3.2. Aoywopikd dwayeipiong fipioypoikov avapopmv

H opbn dwyeipion tov PipAoypogikdv avapopdv eTITPETEL G EVOV EPELVNTN VO
BeATIOVEL TN GLYYPAPN TOV EPYACIOV TOV, VO EVOPUOVICETOL UE TIC 00MYyieg TV HEC®V
onupocigvong kot vor avodelkviel de&lotnteg Kptikng okéyng. Emiong, ot PifAtoypapikég
avaPopég amotehovy éva Péco 01a00ong katl a&loAdynong TG EMGTNUOVIKNG TOPOUYOYNG.
SVVEn®G elval amopaiTnTo Yol TNV AmOSEIEN TS TOLOTITOG KOL TV OVAYVAOPIOT LG EPYACTOG
VO OVOPEPOVTAL O1 TTNYEG TTOV £YOLV YPNGLOTOMOEL.

O Biproypagikég avagopés Ba mpémel vo yivovtal omoTEINTOTE YIVETAL avaPOpd og
10€€6, amdyelc, TomobeToelg 1 KaBe GAAN Ekppacn okéyng katl dSnuovpyiag dAlov péca og
éva kelpevo. Akoun kot av gV avamapayeTol dpeca £va EEvo dnUovpynuo, oA Lo droyn
Baciletar N axkdun ki av avtimapatifetor oe GAAES amOyeLs, B mTpEmel va yiveTal 6 aVTEG M
avtioToryn pveia Yo To 6Komd TG SLPOUANENG TNG EXIGTNUOVIKNG OKEPOLOTN TG,

[a 1o A0yo avtd vrapyovv daeopa epyareio PiPAoypa@ikng dwoyeipiong yww v
KaAOTEPN opydvwon g PiAtoypagikng TAnpogopiog, MoTe avTy va givol dopumuévn Kot
emovaypnoporomoiun. Ta tpoypappato dwyeipiong Piproypapikdv avapopav (Reference
Management Software) Bonfovv otn dnpovpyia, Katoypagn kot xpnorn Tov PAoypapikov
avaQoOPAOV, EVAO OPIOUEVE ETITPETOVLY TNV avalNTNoN Kot SlGVVOEST OMNUOCIEVGE®Y, MOTE
TEMKE Vo aVEAVOLV TNV TOPOY®YIKOTNTO TOV cLYYpapénv. Mropel va givan online, tomukd
gyKaTESTNUEVA 1] KOl TOL dVO GLYYXPOVOGS eved kdmoa eivan eumopukd (Refworks, EndNote) kot
kdmotla elevbepa (Mendeley, Zotero, Colwiz). Yrdpyovv emniong 16100eAideg OV TEPLEYOLV
gpyareio ovbvtaéng Piphoypapiog v aueon ypfion (Citation Machine, Cite This Forme,
Easy Bib, k.d.).

Ta epyadreio drayeipiong PPAOYPAPIKAOV avaPOPOV TOPEXOLV TIG AKOAOLOES
dUVaATOTNTEG:
. Ewayoyn Biproypagikdv avapopmdv angvbeiag and diktvakés Pdoelg dedopévmy Kot
16TOTOTOVG GE TPOCWOTIKY fACT dESOUEVDV.
. Anpovpyia Ko opydvaon g Biproypapiog o€ TpocmmKy fACT 0E0UEVOV.
. Mopgpomoinon tov Biproypapikdv avapopmv (MLA, APA, Chicago Style, «.a.).
. Anpovpyia BipAoypagiog oe emoTnUovIKA GuYypdupata, dpbpa, epyacieg KAT
. Avalnmon, amofnKevon Kot 0pyavmot apyeimv Tov apopovV TNV EPEVVA GE

onowdnmote popen (.pdf, .doc, .txt kKAm).
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Ta Aoytopukd dwayeipiong PPAOYPOQIK®OV ovopopdV vl EPAPUOYES TTOV EMTPETOVY TN
onuovpyia, dwyeipton Ko ypnon PPAOYPAPIKOV ovopOop®Y, OCTE VO OVENCOLV TNV
TOPAYOYIKOTNTO TOV GLYYPAPE®VY Kol TV gpeuvntav. Ta mepiocdtepa and avtd £govv TV
duVaTOHTNTO VO EIGAYOVV TANPOPOPIL. COUPOVO e KATOlL GIATPO KO VO TNV UETATPETOVV
oToV emBuunTtd TOTO. XT0 SdIKTLO VILAPYOLY TOAAG TETOLO AOYIGUIKG To omoia gite elval
ocvvopountikd eite ehevBepa mpooPdoa yuo ypnon. Mepikd amd avtd To eAevOepa

AOYIOUIKG OVOPEPOVTOL TAPUKATO:

1. MENDELEY:

To Mendeley eivon pio ehevBepn, desktop kot web Adon, oyxedacuévn yuo ) dwayeipion
KO TO SIOUOLPAGHE EPEVVITIKADV EPYOUCIDV, TNV AVAKTNON EYYPAPOV Kol OESOUEVMV EPEVVAG
Kot TNV online cvvepyacia. Zvvovalel to Mendeley Desktop kot pio epappoyn dwoyeipiong
PDF eyypaoov kot avapopodv (dwbéoyo yio Windows, Mac kot Linux) pe 1o Mendeley
Web, va eivar éva online gpyadeio dtoyelpiong epeuvnTIKOV €PYACIOV KOl £V KOWVMOVIKO
diktvo ywo epevvntéc. To Mendeley sivar éva Aoyiopkd akadnuoikng xpnons, To omoio
gupemnpélel Ko opyavavel Oha ta €yypago oe popen PDF kabdg kot tig epevvnrikég
gpyacieg G MPOoOMKNG YNowkng Piploypapiag. XvAAiéyer OAeg TIC amopoitnteg
TANpoeopies eyyphowv arnd to .pdf apyeia enttpénoviag £tot v avalntnon, v opydvoon
KOl TNV TOPUTOUT] TAV® GE QLTA.

Empéner avtopata eniong v avalrmmon oe PubMed, CrossRef, DOIs xobd¢ kot oe
GAleg mAnpogopieg oyetikmdv eyypdemv. H Aewtovpyion drag and drop petotpémer
Aertovpyio. GLALOYNG Kot opydvmong dedopévev ebkoAn kot ypriyopn. O soaywyéag Ioton
EMTPEMEL YPNYOPO KOt EDKOAO, TNV EIGQY®YN EYYPAQ®V amd mnyéc onws to Google Scholar,
v ACM, v IEEE kot moAAég dAheg pe To matnpa amid £vOg Kovumiov.

To Aoyiopkd omortel TOmMIKN €YKATACTOCT GE NAEKTPOVIKO VTOAOYIGTY], VM Agttovpyel

napdAAnio pe Microsoft Office ywo ) onovpyio mopaTOUT®V G SLOPOPETIKA GTLA

BipAoypapiag.
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MENDELEY

Ewéva 2.5: Aoyotvmo MENDELEY

2. ZOTERO:

To Zotero eivar pio dmpedv, avolktoh KOOKO PAPLOY/AOYIGHIKO, TO 0moio
EMUTIPENEL GTOVG YPNOTES TOL vo. dwyepilovrar PifAtoypagikd dedopéva Kot vo
arofnkevovv otrypotuona 086vng (snapshots) amd 10100eAideg 1 GAAD MAEKTPOVIKA
tekunpwo. Emiong divetar n duvatdtra 6toug ¥pfoTeg TOL Vo dNULOVPYOLV YEpOKivnT
™ OWn Ttoug TpocomKY PPAoypapikny Pdacn dedopévav  pE TNV EICAYMOYN
BpAoypapikdv avagopdv amevbeiog and dAieg PipAoypapikéc Paocelg dedopévov.
Méoo amd po Eeymplot) Tov Agttovpyio, EMTPEMEL TNV OVOPOPO - TOPATOUTY GE
Keipevo, katd t ovviaén dokiov kot apBpwv (Microsoft Word kot OpenOffice.org
Writer), dnuovpydvtag mapdAinia PipAoypaeikés Aioteg oe dd@opa GTLVA (OTMG TO
APA xoin MLA).

Y& MOALEC €PELVNTIKEG 1OTOGEAIDES, OMG Yoo TOPASELYHO O YyMolaKkeS PiAtodnkeg,
PubMed, Google Scholar, Google Books, Amazon.com kot Bikinaideio, to Zotero umopei
va gvtomicetl éva BifAio 1 éva GpBpo Kot pe €va KAIK va Bpet kol voo cdGEL TNV TANPT
Broypapn avagopd oe €va tomkd apyeio. Eqv n myn eivar €éva online apBpo 1
10T0GEAIdN, TO Zotero pmopel va amoOnNKeVoEL TPOUIPETIKE £val TOTKO avVTiypopo, EVD 01
YPNOTEC UTOPOVV GTN GLVEYELD VO, TPOGHEGOLY TAV® GE AVTO CNUEUDOELS, ETIKETEC, KO
Okd Tovg petadedopéva. Ot eMA0YEG TOV TOTIKAV OEO0UEVOV PBAMOYPAPIKNG avVaPOPAS
Umopovv ot cuvexela va eEoyBobv oe poppomomuéveg Bifatoypapies. Emumiéov, dheg ot
EYYPOUPESG  SLUTEPIAOUPBOVOUEVOY  OA®V TV  PIPAOYPUPIKOV  TANPOPOPIDOV OV

dNUovpyovVTOL Al TO YPNOTN, UTOPOVV VoL GuVOYIGTOVV o€ o EkBeon HTML.
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zotero

Ewova 2.6: Aoydétono ZOTERO

3. CiteULike:

To CiteULike givar puo dwpedv vanpeoio mov Ponba otnv anobikevon kot opydvoon
EMOTNUOVIKOV €pyacidv. BAémovtag kdmolog éva £yypago oto dladikTvo 7Tov  givol
EVOLPEPOV, LEGH Ol Eva KAMK Umopel va To Tpocsbécel oty Tpocmmiky Tov PiAtodnkn. To
CiteULike €&dyet avtoépoto T0 OTOLKEIN TOV TOPUTOUTDOV GTNV TPOSOTIKY PAodnkm Kot
£tol dev vmdpyel xkopio avdykn vo yiveton Eova  TAnkTpoAdynomn. Agttovpyovv OAd péca
and 1O QLAAOUETPNTY, £TGL Oev LWAPYEL Kopio avaykn vo eykataotofel omolodnmote
Aoylopko, enedn n Pipriodnkn eivor amodnkevpévn oe dakopuot (server) Ko umopel vo
VIapyeL TPOGPacT GE QLT AVE TAGH GTIYUN OO OTOLOVONTOTE VITOAOYIGTY| LE GUVOEGT GTO

1001k TLO.

EE

citeulike

Ewova 2.7: Aoyétono CITE U LIKE
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4. COLWIZ

To Colwiz eivon por dwpedv web gpoappoyn yio desktop kot xkwvntd pe Pdaon éva
AOYopIKO dtayeiptong g £peuvag, Tov oyedldotnke amd epevvntéc oto Tlavemomuo g
O&popdng. To Colwiz mepihapPaver epyodeio Stayeipiong avaeopds, cuvvepyaciog Kot
dwtomong. H PBiprobnkn Colwiz elvar pio epopuoyr mov emTPENEL GTOVG YPNOTES Vo
Bpiokovv, va dwpdalovv, va oxoAtdlovv, va amodnkedbovv Kot vo polpdloviol EpevvNTIKA
GpOpa. Ta apbpa pmopodv vo apyeobetnbodv ot Piprlodnkn o€ TPocapuUOGILOVS
eakélovc. O 0dnyog Colwiz Import Wizard pmopel vo mpocfécel antopoTo 0NUOGIEVGELS
ot BProdnkn Colwiz amd dideg kowés PAodnkeg avapopds (cvumeptlopfoavopévng g
avoopdc povo amd to End Note, eved avapopég kot PDF ond Mendeley xau Zotero) 7
HEHOVOUEVE amd POKELOVS, vIToaTnpilovTog duapopeg poppés apyeiov (m.y. Bib TeX, PDF
kot RIS). Néa epevvnrikd dpbpo pmopodv va Bpebodv pe v eVoOUOTOUEVT UNYovY
avalnmong, m omoio mopEYEL OTOVS YPNOTEG GUESN TPOCPACT CE  AVUPOPES Mo
neplocotepeg and 30 dwapopeTikég Phoeig dedopévov katr arnobetnpro apyeiomv. Ot xpnoTeg
UTOPOLV VoL TPOGHEGOVY CNUEIMGELS, GLVIESUOVG, ApHpa Kol GAAN VTOGTNPIKTIKA apyeia o
k@Oe avapopd ot PiProdnkn Colwiz. Akdpa, €mTPENEL GTOLE YPNOTEG Vo AdpPavouvv
ONUEWDOELS Kot vo emonuoivovy 1o apbpo amevbeiog oto PDF, kdvovtag tétoov gidovg
OYOAGHOVG He dvvatotnTa kowomoinong kot ovalnmong. O dwpedv Aoyapracudg
emTpénel oTovg YpNnoteg va mpocsécovv 5.000 kataympicelg avagopas kot 2 GB dwpedv

Y®po amobnkevong yia apyeio PDF.

o colwiz

collective wizdom

ACCELERATING RESEARCH

Ewova 2.8: Aoydétomo COLWIZ
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3.3. Emioyn gpyaieiov droyeipiong ava@opav

Ymapyovov Aowmdv  Obdpopa, erevbBepa  OwbBéowuo, epyoreion  dwayeipiong TV
BipAoypapik®dv avapopmv. I'a va yivel 1 emtloyn tov KatdAAnAov epyaieiov mov Touptdlet
OTIG avayKes Hog Oa mpémet va AaPovpe vtoymn to akdAova:

a) Tov tpémo mpdsPaocng, o onoiog pmopet va givar amd enttponéllo VIOAOYIGT HLEYPL KOt
(POPNTEC GLOKEVEG, OV OMOLTEITOL €YKOTAGTOON AOYIOUIKOD, TN cLUPATOTNTO UE TO
AETOVPYIKO GVOTNUO TOV EYOVUE KOL AV EYEL dLVOTOTNTO, CLYYPOVIGHOL péow cloud,
yo. TV Tpocfacn otnv epapuoyn omd dibpopeg cvokevés (VToloyioty, Kvnto, tablet).

B) To av n epoppoyn eivor copuPatn pe T0 GOUVOAO TOL TEPLEYOUEVOL TTOL BEAovUE va
amoOnkKevooVE KOl VO SLoyEPLoTOVLE, 0TS PPAoypaeikés avopopss (kelpevo pe
€01KO Qopud), apyelo pe TANpeg kelpevo, ikoveg, apyeio Nyov, otrypidtuoma 006vng
KA.

v)  Tn dvvatdomta €100yOYNG OVAPOP®V LE TPOTO ALTOHOTO 1 1l XEWPOG, TNV QLTOHOTY
gwoayoyn PProypaewodv  Aesmtopepeldv  ond  katordyovs Piprobnkav, Phoeig
JEQOUEVMV, 1GTOTOTTOVG KAT.

0) Ilov Ba yiveron n amoBnkevon tov avagop®dv. I166oc dwpedv amodnKeLTIKOG XDPOG
eivon daBéapog online, Téco kootilel o emmAéov Ydpog.

e) Tov tpémo opydveoong tov avagop®V G€ GLAAOYEG KOl LTOGLAAOYEG, TN YPNom
ETIKETAV, TO PIATPAPIGHO, TNV 0val TGN GTO CAOLO TOL KEYWEVO.

oT) AV TPOGEOEPEL SLVATOTNTEG KOWMVIKNG OIKTOMONG TOV EPELVNTOV LE TNV dnpovpyio
KO TNV GUUUETOYT GE OUAOES KO SIOUOPAGLOV AVAPOPDV Kot EYYPAP®V.

) Av dwbéter mpdcobeto moapomopnmng vy emefepyoaotn keyévov mov Ponbd ot
onpovpyio Topamoun®V 6€ Kelpevo kot mopdyst avtopato Piproypaeia, av givon
ovopupatd pe tov emeepyaoT) KEWEVOL OV ypNoiponoteital, Kafdg Kol mowo etvot to
GTLA OVOPOPAG TOL Voot PilEL.

n)  Tn proocipwdmmo e epapuoyng Kot Ty vrootnpiEn g amd Tovg dNUovPYovE T™C. Agv
vapyet yyomon ot €va epyareio eElevBepov Aoyicuukol Ba etvar Tévta drabéoipo.

0)  Télog Oa mpémer va eréyEovpe av givar copfatd pe ahda epyodeio dtoyeipiong kot
BéPara, av eivar HKOAO GTN YPTOT TOL KOl AV TOPEXEL VTOGTNPIKTIKO VAKO.

270 S10dIKTLO VITAPYOVY TOALOTL GLYKPITIKOL TIVAKES TOV HITOPOVUE VO GUUPBOVAEVTOVUE
TPoKEWEVOD Vo, EMAEEOVE TO AOYIoUIKO oV Touptdlel otig avhykeg pog. [apakdato (Ek.

3.1) mapatifetar évog mivakag o 0moiog mapovctdlel d1dpopa AOYIGUIKG TOV KUKAOPOPOLV
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otV oyopd, €ite dwpedv gite pe ypémon, kabm¢ Kol T GLUPATOTNTA TOVG LE TO TOKIAQ

Aertovpyikd cvothpota (Windows, OSX, Linux, i0S, Android).
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Latest
First stable Latest
Software Developer ¢ | public ¢ | & sabe ¢ Cost (USD) License & Notes -
release
release version
date
Shut down in ) VWD, 105 and Android; Chrome and Safar
RefME RefME 2014 Propnetary R ) ) )
2017 Extensions available; discontinued
RefWorks Ex Lierig / ProQuest 2001 2018 3 Propristary  web-based, browser-accessad, Word & Google Docs
web-based for institutional repositories/sel-
refbase refbase developers | 2003-06-03 | 2014-02-28 096 Free Yes GNU GPL L 2
archiving
Behop ALaRI Instifute 2007-11-08 | 2008-11-10 11 Frag Yeg Bsh web-based BibTeX, front-end (Apache, PHP, MySQL)
Wikindx Mark Grimshaw 2004-02 2021-05-19 648 Free ISC license web-based
Stefan Washiet], Continually web-application, integrates with Goegle Docs,
Paperpile Gregorgy Jordan, 2013 updated Proprietary collaboration & sharing features, currently only on
Andreas Gruber online Google Chrome
\Web-app, Deskiop (MacOS, Windows), Mobile (0S5
ReadCube Papers (now § and Android). Microsoft Word and Google Docs add-
e | RezdCube 1140 | 20210309 | v4233 Proprietary | o ncroid). Microso <
Papers) in. Browser extengion (Chrome, Firefox, Edge,
Safari)
The web version EndMote basicd? (formerly,
EndNote Clarivate Analytics 1988 2020-12-14 20 Proprietary !
EndNote Wab) iz frag of charge
. liographer 1995-10-30
Pybliographer pybliograp 0100403 | 140 Free GNU GPL Python/@TK2
developers (0.2)
Biblioscape G Information 1997 20150622 | 10036 ENEERl ODEC: webacress in Pro ed; optional dienifserver,
discontinued?
RefDB refdp developers | 2001-04-25 | 2007-11-05 “_ GNU GPL network-transparent, XML/SGIL bibliographies
Reference Manager Thomson Reuters 1984 2010 12.03 Proprietary " ri versian; F:u||l—|1_\ veb publishing tool;
discontinued
Ty T Fn ) T ToATEDE Multi-platform deskiop verspn with connectors for
Center for History free up to 300 VB / Firefox, Chrome and Safar. Web-based access to
Zotero - 2006 2021-01-11 | 5.0.9501% - Yes AGPL reference library also available through Zotero.org or
and New Media at Additional storage space
GMU available through & personal cloud-based database folder on a
user's computer (Google Drive, Dropbox, etc.).
JabRef JabRef developers | 2003-11-29 | 2020-03-10 5.0 Free Yes MIT license Java BibTeX and BibLaTeX manager
Bibus Bibus developers | 2004-06-03 | 2013-05-23 15.1 Free Yes GNU GPL discontinued?
. Free, Freemium and . B B
Qigga Qigga 2010-04 2016-09 vrg Premium versions Proprietary Deskiop; Tablet, Web; Infranet
Third Street Shut down in Us560-801"1 Free for § Deskiop and iPad, centralized backup/synching;
Sente Software, Inc. 2004 2017 B.7.9 libraries up to 100 refs IR discontinued
o I e
¥ Bl ; , 5 L
Bookends R 1983"?']'9 20210123 1381 FRETEED plugin, BibTex support, PDF annotations stored as
notes
Free / Online storage
_ N freeupto 3 GB/ Desktop (Win, Mac, Linux) & Web components, iOS
colwiz colwiz Lid 2011 2016-05-09 TR G A Proprietary and Android
available
Swiss Acadmic USS70.949/ Freefor e e
ik Software AR ARH D B0 (B0 tu:l)ﬂ (I Microsoft SQL Sewer,ﬁ] search databases from
references!] .
interfacel!
WizFolio WizPatent 200805 | ShUtdoMMIN | tara I Fre Proprietary centrally hosted website: discontinued
2017 version
BibBase Christian Fritz 2005 2013-07 v Free Proprietary | ol hosted Wbs:;;lw"ded (EAET I
BibSonomy University of Kassel | 2006-01 2018-07-30 3813 Free Aﬁ;g & centrally hosted website
o S Shut down in )
CiteULike Oversity Limited 200441 | o 0330 Free proprietary!®! centrally hosted website
KBibTeX KBibTeX developers | 200508 | 2013-06-21 081 Free GNU GPL BibTeX front-end, using the KDE Software
Compilation
-~ ~ BibTeX front-end + repository; Cocoa-based;
BibDesk BibDesk developers |  2002-04 | 2021-02-22 18 Free Yes BSD T D@
Ref
Referencer eterencer 2008-03-15 | 20140227 122 Free GNU GPL BibTeX front-end
developers
Free / Online storage
proprietary (05 .
B free upto 2 GB/ Account required, Deskiop & Web compenents,
sy B e e Y iz Additional storage space o d Windows, Linux, macOS (not macOS 11 Big Sur)
available
SciRef Scientific Programs 2012 2020-07-30 162 us&as‘.z:;;‘ree = Proprietary
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3.4. H emloyn Tov Mendeley Reference Manager og gpyaieio dwayeipiong

TOV BIfAMoypapikov avapop@v

To Mendeley Reference Manager sivol pia evpéwc dtadedouévn SLoSIKTLOKT EQOPLOYT
dwxeiptong Piproypaeiog Kot TovtdYpova £VO KOWVOVIKO O1KTLO EPEVVITMV, TOV TAPEYEL TN
duvatodtto opydvoong g PPproypapiag, oArd kot Sapolpacuol  PifAtoypagikdv
avVOQOPOV KOl EPYACIOV avaueso o epguvntés. Eivor o dmpedv (freeware) epappoyn
ovuPotn pe TOKIAMO AETOVPYIKOV GLOTNUATOV Kol Kvntdv cvokevdv (Windows, Mac,
Linux, i10S, Android) mov Bondd onv opydvmon kat T dtayeipton avapopmdv. Awotibeton o€
tpelg ekdoyés (Desktop, Web kot mobile), ot omoieg ovyypoviovion peta&d tovg. To
Reference Manager, a&lomolmvtog t rlocogio TV HECHY KOWOVIKAG JIKTOMONG, EXTPETEL
GTOVG XPNOTES TOV VO TPOMBONGOLV TNV £PELVA TOLG GLVOEOUEVOL e GAAOVG EPELVNTEC N
opadeg Ko va ovalntoovy dMUOGIEHLCELS TAVE o€ BEHOTA TOV TOLG EVOLOPEPOLY. MTOpoLLLE
VO TO (PNOCLUOTOU|COVUE HEG® TOL LTOAOYIGTY| (6TABEPOV 1) POPNTOV), TOL THAEPDOVOL 1| TOV
tablet, eykabiot®vtog TV avaioyn epappoyn 1 péow mepmynty. H dnpiovpyia Aoyopracpod
KoL 1 €YKATAGTAOT TG EQUPROYNG gival amhn dadwacio. O Aoyaplacuds sivar amapaitntog,
TPOKEWEVOD VO YPNGLLOTOIOVUE TIG SLAPOPES EKOOYES AOYICUIKOV KOl VO EMLTUYYGVETOL O
GLYYPOVIGHLOG TWV OEOOUEVMV LLOG.

To Reference Manager (RM) dwatifetar oe 600 €KOO0EIS AVOLOYO UE TIG OVAYKEG TMV
YPNOTOV TOV.

e Standard edition

2 dwpedv €kdoon tov RM divetan 2GB mpocomikdg amodnkevtikde ymPog Kot
empénel v dnuovpyia cvvolkd mévte (5) Wwwtikov (Private) opddmv 1 avoktdv
opddwv katomyv mpoockinong (Invite-only) pe 100MB kowd amobnkevtikd ympo Kot
péypt 25 pén n kabepia. Ot avoktéc opdoeg Open mov pumopodv va dnpovpyndovv givat
OmEPLOPLOTEG.

e Premium edition

To Mendeley mpoxeipévov va avtamokplfel oTig avENUEVES OVAYKEG TOV YPNOTAOV TOL
TPOGPEPEL TN dvvatdtTTo avaPddiong Tov EKAGTOTE AOYOPLOGHOD, EVAVTL CVTLTILOV.
Yrdpyovv owdpopa €idn avafabuicewv (dvvatdTNTo MTEPICCOTEPOV OMOONKEVLTIKOD
YDOPOV 1| TEPIGGOTEPMV WOIOTIKMOV OUAO®V) KOl 1) TIUN OLUOPPDOVETOL OVIAOYL UE TIG

ATOLTAOELS TOV KAOE YpNoTN.
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[ToAAG mavemoTnUoKA 10pOpTe SBETOVY GUVOPOUTN GE KOTOL0 €PYOAEiD dlayeiplong
AVOPOPOV TOPEYOVTOS GTOVS QOITNTES TOVG Eva epyaAeio opydvmong Towv PiAoypagikdv

TOVG AVaPOP®V PonODOVTOC TOVG £TGL GTNV GLYYPAPT] TV EPYUGLDV TOVG.

H emoyn tov Mendeley o¢ npdypaupa opydvoong e Biproypagiog otny mopamdvm
epyaocia £yve apov eMednoay vdym to &Ng W10iTEPA YOPAKTNPLOTIKA TOL:

a)  Xvykevipovel kKot amodnkevet apyeia .pdf and tov vworoyioty, and Paoelg dedopévav
N and ahha epyodeia dwayeiptong Piproypapiog énwg ta EndNote, Papers, Zotero.

B)  Atvetor m dvvatomta vo eneEepydlecat Kol va KpaTaG OTUEUDGELS GTA £YYPUPOL.

v)  Topéyxetor n duvatdmra va dnuovpyeic Bipioypapicés mapoamounés kot PipAoypapio
pe Omolo TPATLTTO EMAEYEL Ko umopel va petotpénel voiotdueveg PipAoypagpies oto
emBounto mpdTvmOo.

d)  Atveton n duvatdTTO VO SNUOGIELOVTOL AVOPOPES 1 GpBpal Kot vo aVTAALAGGOVTOL [UE

GAAoVG cLYYpaPELG 1) OUADES.

3.5. Tpémog Aertovpyiog Tov Tpoypapupatog Reference Manager

Anurovpyia Loyapiraouod (Create a Free Account)

[Mpaypotomoteitan  emiokeyn otv  1otocehido  Www.mendeley.com pe okomd 1

onuovpyia evdg véov Aoyaplacuod. Oa ypelaotel va Yivel yypagn oNAOVOVTOG o £YKupn
oevbuvon MAEKTPOVIKOD TaYLOPOUEIOL 7OV YPNOCIUOTOIOVUE KOl KATOEC TPOCOTIKEG
ninpoeopiec. Emiong omAdveror kot 1 axodnpoikn pog dt0tnTo. Xto €moOpevo P
TPOULPETIKG ONAMVETOL TO EKTAOEVLTIKG idpLpa 610 omoio avikovpe. o {ntndel pécm email
va emPefoiwbel n eyypaen pog oto Mendeley, ®ote va oAokAnpwBel 1 dwadwkoasio g
eyypapns. Kdébe @opd mov mpaypoatomoleitoar oHvoeon 6T0 AOyoplocud TOv  €YOLUE
onpovpynoet Ba yiveton n eloaywyn pe to email kot tov kwdwkd (password) mov dnAmOnke

KOTO TNV €YYPAOT.
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Eykordoraon tov spyolsiov orov H/Y (Mendeley Desktop Download)

Mo ohokAnpmBel ) Sadikacio g eyypaeng Ba mpémel va yivel AMjym Kot €yKaTAoTOoN
¢ Desktop €kdoong tov Mendeley otov vTOAOYIGTH, OVAAOYO LE TO AEITOLPYIKO GUGTNLA

nov dwobétel o vroroyiothg (hitps://www.mendeley.com/download-mendeley-desktop).

3.6. H ék6oon Mendeley Desktop

H Desktop ékdoon tov RM pumopei va eykatactadei oe 6covg H/Y embBovpodpue. Kabe
@opa oV yivetol £l6000¢ GTNV EPAPLOYN Kot YiveTan cOvdeoT online, avtn cuyypovileTat pe
tov Web Aoyoprooud, €16t dote vo evnuepwbel pe Tic 0moteg aAlayes 1 mpoohnkeg £xovv
npayparoromnfel. Mo KaAn TPOKTIKY €lval vo YIVETaL cLYYPOVIGHOS TV BifAtodnkmy Kabe
(QOpPA TPV KAEIOTEL 1] EQAPLOYT], ETIAEYOVTOG TO GYETIKO KOLUTL SyNnc () OV VTLAPYEL OTN
ypapu epyoieiov tov Desktop. Me avtov tov TpoOmo ot 6moteg aAAAYES TPy LaToTom0ovy
petapépovtor oto cloud Tov RM kot Ba ivor draBéotpeg kot oTic VTOLOITES EYKATAGTACEL
T0V Tpoypdppatos. Katd v eykatdotacn tov, o RM gykabiotd éva pdkelo oto 6icko Tov
H/Y yw v anobnxevon 6Awv tov PDF apyeiov mov katePaivouv gite and tov ypnom eite

ontd o RM.

3.7. Tpomog Aertovpyiag g epappoyis Mendeley Desktop

3.7.1. Ao kou Jerrovpyieg tov mpoypduuotoc Mendeley Reference Manager

To mepifdArov tov Mendeley Desktop ympileton og Tpelg GTAAEC. TNV OPIGTEPT] GTHAN
amewkoviletar n opydvoon g PipAobnkne oe paxérovg (Ew. 3.2). O wivakag aptotepd pog
TPOCOEPEL £VOL LLEVOD OV LOG EMTPENEL VO TepuynBodpe péca amd SoPOPETIKES EMAOYES

QUTpapicpotog ot PrfAtodnkn pog.
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E2 Mendeley Reference Manager

Mendeley Reference Manager File Edit Todls Help

ol Library

+ Add new

I All References
Recently Added
Recently Read
Favorites
My Publications

Trash

COLLECTIONS

New Coliection

PRIVATE GROUPS

New private group

PUBLIC GROUPS

Notebook

Kepdaloio 3

All References

AUTHORS YEAR TITLE SOURCE

Welcome to your Mendeley Library

Drop your files here to add references to your library or use the “Add new” button
in the top left corner

Mendeley Cite

References  Citation Style

Seamlessly insert references and bibliographies into
your document using our new citation add-in for
Microsoft® Word

Download Mendelev Cite

Dimitra Mila

Search

FILE
-

Ewoéva 3.2: Tlepipairov epyaciag yio v éxdoon Mendeley Desktop.

Eniéyovtag d10popeTikong @aKEAOVS 1| OLASES TOV TTEPIAALPAVOVTIOL GE QVTH TN GTNAN,

Bo epEOVIOTOOV GTO KEVIPIKO TAMIGLO ovtiotoueg Aloteg pe Koataympnoels. H evomra

amoptiletan amd Tovg e€NG PUKEAOLG:

e All References: Ilepiéyovtor 0Aeg ot ava@opéc mov vrapyovv otn Pipiiodnkn,

aveEdptnta omd TO oV VKOV GE KATO10 PAKEAO.

e Recently Added: Tlegpiéyovtar ot avoa@opés mov mpootédnkay mPOcOATH OTN

BBA0ONK.
e Recently Read: I[Tepiéyovtat ot avapopic mov dapactnray tpdceata. pécw tov PDF

Viewer.

e Favorites: Tlepiéyel Tig avapopES TOL £XO0VV OPIOTEL MG OYOTNUEVEG.

e My Publications: Xto @dkelo avtd pmopei va yivel eloaymyn dnuociedboewmv. Oa

{nmBel ouwg va yiver emPePfoaimon OtL €lote 0 oLYYpOPLNS Kol KATOYOG TMOV

TVELLLOTIKAOV OIKO®OUAT®V TNG OMIOGIEVOTC.

e Trash: Xto pdakelo avtd mepiEyovral ot avapopég mov Exouvv dwaypagel. (Ew. 3.3).
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- 5] A
Mendeley Reference Manager File Edit Tooks Help
”. Library Notebook Al v
b Add new All Referances =
AUTHORS YEAR TITLE SOURCE ADDED « FILE
Al REfErenCEE | P T T e e e e N E Em s SmsssssssSssse-
Recenily Added

Recenily Read
Favorites
My Fublications .
Welcome to your Mendeley Library
Trash
Drop your files here to add references to your library or use the “Add new” button
in the log left cormer
COLLECTIONS ‘

........................................................................................................

PRIVATE GROUPS

PUBLIC GROUPS

Ewoéva 3.3: Opydvmon ¢ BipAtodnkng o @axélovg.

Eniong, péow tov mpoypdppatog divetal 1 dSuvatOTNTO GTOLG YPNOTES VO, ONULOLPYOVV
TOVG S1KOVG TOVG PakéAovg péoa amd v emthoyn New Collection. O ypriotng mAnktporoyei
0 Ovopa tov Qokélov ko matwvtog ENTER onuovpyeiton o @dkelog, otn cvvéyeia
EMAEYEL OO TNV KEVIPIKY GTNAN TIS avapopég Tov BELEL va elGaydysl Kot TG GEPVEL TAV®

oto eakelo Tov embvuei (drag & drop) (Ew. 3.4).
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Mendeley Referance Mansger File Edt Tocks Maip
l*i.h Library Noletook Dimitra Mila
All Relerances
AUTHORS YEAR TITLE SOURCE ADDED

Dimitrakakis G, Tatakis E. Rikos E 2008 A semigmpircal madel o determing HF Copper Ios5es in EEE Transactions

COLLECTIONS

IVENETS

\\ Anpovpyla poakéhou: notwvtag tny enhoyr new

collection mAnktpoloyoUue To dvopd Tou
akéhou Kal matdue enter yia va dnuwoupyndel o
PRIVATE GROUPS pdkshog

Ewcova 3.4: Anpovpyio @okéAov.

Télog, to RM mpoopépet ) dvvatdtro dnpovpyiog opddov cvlntnong (Groups). 1o
mlaiclo plag opddag elvar duvartn mn cvykévipwoon PipAoypagiog, o dtopolpacuds Kot o
OYOAAGUOG TOV £yypapmV Tov potpdletot 1 opdoa. O apBpdc Twv opdd®v mTov puropoHv vo
dnuovpynBovv eaptavior omd 1o €100G TOL Aoyaplacpod ov Exet eykatactadel otov H/Y
(Standard v Premium edition). Méo® TV 1010TIKOV OHAd®V S1EVKOADVETOL O SLOUOLPUCHOC
aVaPOPOV OALL KOl EYYPAQ®OV TANPOVG Keévov. TIpoceépetar n duvatdtTa ovToAAaY™g
OYOAlOV GTO TANPES KEILEVO TOV EYYPAP®V KOl CNUEIDGEDV OPUTOV OO OAO TO UEAN TNG
opdoas. Ymapyet mivta 1 ouvatotnta cu{NTGEMV/OVTOALAYNG ATOWYE®Y OpaT®V UOVO OO
to. uEAN g opddag. Ta péAn, mpookaAoOvtol amd TO OMUovpyd NG Ooupdoag Kot

evnuep@vovtal yio TV Tpoctnkn eyypdowv kot oxoriov (Ew. 3.5).
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2 Mendeley Reference Manager - o k4
\hencisley Reference Manager File Edit Tock Help
‘.;*. Library Notebook 5 Dimitra Mila ~
- All Referances ' =
AUTHORS YEAR TITLE SOURCE ADDED - FILE
All References T T mm T mmmTTms s m e m e 1

Welcome to your Mendeley Library

Drap your files here to add references fo your library or use the “Add new” bution [
in the top left comer

COLLECTIONS

PRIVATE GROUPS —_”-’/ | Anpovpyia opabag
o Mendeley Cite

— References

Ewova 3.5: Anpovpyio opddoc.

H xevipikn) omin mepiéyel 11G avopopés Tou QOKELOL TOL £YOoLV emMAEYel Yoo val
poPAnBovv. Xnv KopvE1 TG CTHANG VTG KO KATM 0O TO OVOLO TOV POKELOV LITAPYOVY
TEVTE OLUPOPETIKES EMAOYEG PACEL TOV OTOIOV OGS EMTPENETOL 1) TOEIWVOUNGCT TOV AVAPOPDV.
[Tpokeévou var yivel EmAOYY OGS GUYKEKPILEVNG TAEWVOUNONG OMAMDG TATAUE TOVE® GTO
avtictoryo tab (Ew. 3.6):

e Authors: Bdoet tov ovopatog tov cuyypoeia.

e Year: Bdogt g gpovidg dnpocicvong/Ekooomg.

e Title: Baoet tov tithov g dnpocievong.

e Added: Baocet g nuepounviog tpocnkng g eyypaeng ot PipAtodnk.

e Source: Bdogt tov TitAov TOL TEPLOOKOD.

Mmnopovpe emiong vo yopoKTNPicOLUE pid OvVOQPOPA MG OYOTNUEVN TIKAPOVTOG TNV
EMAOYN . To aotépt yiveron xitpvo kdbe @opd mov po avaeopd yapaktpiletor wg

QYOI LEV.
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Mendeley Referance Mansger File Edt Tocks Maip

m Library Nulebook Dimitra Mila

All Referances ' -

AUTHORS YEAR TITLE
Al References

Tatakis E, Rikos E 2008 A semigmpircal madel o determing HF Copper Ios5es in EEE Transactions

Eroipavaon avadopdg

COLLECTIONS WE ayannuévn

Emhoyeg Tagvopnong Baoel Twy onoiww yivetal n
tafwopnon  Twv  oavadopwvy  OTO  KEVIPLKO
napdbupo.

OAVEMETS

PRIVATE GROUPS

Ewoéva 3.6: Ta&ivounomn avagopmdv 610 Kevipikd napdbvpo tov Reference Manager.

Ymv tpitn Ko teAevtaio oTAN ™G eppoviiopevng yypaens tov RM eppaviovtat ta
Biproypapucd otoryeion ™G avagopds mov €xel emAeyel amd to Kevipkd mapdbupo. Etnv
KopTELDQ 0VTH ERPavVIfovToLl KAToles PACIKES TANPOPOPIES VIO TV OVAPOPA TTOV EYEL EMAEYEL.
[T ovykekpéva epeaviCovior mAnpogopieg OTMS: 0 Tithog TOL APOpPoL, TO Ovoud TOV
OLYYPOUPEN, TO TEPLOOIKO, TO £TOG OV ONUOGIELTNKE 1) AvVaPOPd, 1| TEPIANYM ToL Gpbpov, ot
AéEe1c KAEWO14 oV pmopel vor TEPIAAUPAVOVTOL KOL TO LOVLLLO OVOYVIOPLOTIKG TNG OVOPOPAG.
Av tuyov ypetdletar vo yivouv dopOldoelg, amid emMAEYOLUE HE TO TOVTIKL TO eSO OV
0€hovpe Vo TPOTOTONGOLLE Kol EIGAYOVE Ta oTotyeia mov emBuvpodue (Ewc. 3.7 (a)).

Y10 medio Tag, pmopodv va mpoctefodv dikég pog AEEelg KAEWLA Héca amd TG Omoieg Hog
emutpénetat va kévovpe avalntnon ot PipAodnkn, péom tov mediov g avalntnong mov
VILAPYEL TNV EPAPLOYT.

Ta apyeio Tov emtovvantovtan oty avoaeopd speaviCovtor oto nedio Files (Ew. 3.7 (B)).
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Ymv koptélo Annotations sugavifovtor oydio mov Eyovpe swoaydysl péocw tov PDF
Viewer péca oto PDF, evd oty kaptéha Notes, divetor n duvatdtnta e16aymyng tTov dikmv
HOG ONUEWDCE®MY, OV OELOLUE VO KPATHOOVUE YloL TNV OVOQOPA 7oV £xel emAEYEl Yo

avayvoon (Ew. 3.7 (y)).

B heendeley Reference Manager - o b
Mandeley Reference Manager Fle Edt Tock belp
Fa's Library Nolebaok BLBMOW’F‘“’LK& GTDLX?LE( e 4] Dimitra Mila
EMAEVHEVNG EVYpadrig

v All Raferances Yy Search = Info  Annataions  Noteboak

_ AUTHORS YEAR  TITLE

I\ AN References JOURNAL ARTICLE ~

© Recently Added D G Tmn;r fnmo- E 2008 A :mierrplrr_al mossitodete] | A samiampirical model to

A Recentiy Rea Tithog dpBpou | determine HF copper losses in

fr Favorites ti ts wi -

B My Publications I Zuyypadeic apBpou l_‘
Trash a|
COLLECTIONS Meplodikd kal £Tog / Add adaitiona] infarmation

£kboong Tou dapbpou

Convenens B Read

ABSTRACT

Whii2 in numerous power electronics applications, transformers
PRIVATE GROUPS and Inductors with nonlayered windings are used, the absence
up until now of any thearetical or even empincal mode! for their

o o [ 4 HF efieciive resistance calculation keads magnetic component
New Group
b nEIJb\I’]QJH B(VUQJODUC designers 1o make high-emar approximations. The Typical

ApOroach until now Has been 10 Condider them as layered and
apply some of the existent resevant models. The present paper
establishes a new semiempirical model for the accurate

determination of HF copper... Read more

4

Ewova 3.7 (a): Avéivon tov PIPAIOYpaQIKGOV GTOLXEI®V TNG AVOPOPAS.

[E} Mendeley Reference Manager - [=] »
Mendeley Reference Manager  File Edit Took Help

BifAoypadikad otoein Tng
B Library Matebook eTAeypEVN S Eyypadig ofine © 2 pimitra Mita ~

Dimitra

HF effective resistance calculation leads magnetic component
All References Search = designers o make high-emor approximatians. The typical

= A00 new Approach until now Nas been 10 consicer them as layered and
apply some of the existent relevant modeis. The present paper
AUTHORS YEAR TITLE establishes a n miempirical model for the accurate
I " All References determination of HF copper... Read more

(2 Recently Added Dimitrakakis G, Tatakis E. Rikos E 2008 A semiempirical mogel lo dede
| NpooBrkn Aéfewv-khelbid

0 ¢

Recently Read

il HF Iranstormnens, 1058 measur el skin
affect tranformer windings

>

Faworites

My Publications

Trash I Emouvantopeva apyela |—‘

COLLECTIONS

PELS Diritrakakis NovDBpdl =

Ref_1_Trans_Power_Electr_joumalpdf  *

. . URLS
AvoyvwpLOTIKA avadopdg
Agd a URL
PRIVATE GROUPS

IDENTIFIERS
New Group

ISSN 05858953
SCopus: 2:32.0-597459095246

SGR: 59749055246
PUI 354156744
po 101108 TPEL 2008 2004572 i

Ewova 3.7 (B): Avdivon tov BiAoypaeikdv GToiygioy T avapopds.
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|ELUcwuwr1 ONUELWOEWY { o x

l "3 e imitra Mila
2 & Dimera Mia =l

Info Annctatons | Notebook
niig @ Notebook

| Eloaywyn oyohiwy

GENERAL NOTES
FEA

HF copper losses of windings

colls, HF transformers loss measurement skin effect tranformer

NpooBnikn oyohlwy ko
OTUELDTE WY

Ewoéva 3.7 (7): IIpocHnkn oyolmv Kot GNUEIDCEDV.

Téhog, oy mave de&ld axprn tov Desktop vrdpyet éva mhaicto avaljtnong TPoKEUEVOL
VO EVTOTIGTOLV Ol avOapPopES Tov Exovv amobnkevtel ot Pipiodnkn. Emdéyovrog to @axod
070 aplotePd GKkpo TOov TANIGIOV emAéyove o€ molo medio BEAovpe va Tpaypatomombet n
avalnmon (évoua cvyypaeéa, GYOAO TOV EYOVUE EICAYAYEL MG ONUEUDCELS GE OVOPOPEC).
Av dgv emileyel KAmol0 cuyKekpIEVO Tedio, N avalTnon TPoyHoTomotleitol g AEEN-KAELT

o€ Oha ta medin, kabng kot oto PDF apyeio mov evdeyouévag cuvodevet Tig eyypopés (Ew.
3.8).
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B Mendeley Reference Manager - o ¥
Mendeley Beference Manager Fle Edit Tooks Melp

A Library - Avalitnon BifAoypadlag | Fevikr avedfTnon T,

BBhovpadias [N\

All References 2 =

Filter by
ALTHORS YEAR TITLE

Authors Tags

Dimitrakakis G, Tatakis E. Rikos E 2008 A semiempincal moocel to determne HF

Avalrtnon BlpAoypadilog pe fdon To

Favorites
Wy Publications OVOLLO ) To OYOALL TIOU EXOUV
Trosh eloayBel otnv avadopa

COLLECTIONS

PRIVATE GROUFS

Ewodva 3.8 : [Thaicto avalnnong g Bifioypagiog.

3.7.2. Eicaywyn PifAioypopik@yv ovapopwy 6Tov KEYWEVOYPAPO

I[No mv ewoayoyn PPMOYPOEIKOV AvaQOp®V GTNV £QAPLOYN ETAELYOVLUE TNV ETAOYN
Add New kot emthéyovpe TV ova@opd mov entBVUOVLLE VO ELGAYAYOVUE 6TO TPOYPapLo. Mg
ToV 1010 TpOTO pmopel va yiver mposOnkn o Piprodnin apyeiowv tomov XML, BibTex, RIS
mov mEPLEYOVV EYYpaPEs amd PipAoypagikég Pacelg 1 GAlo mpoypdupoto dtoyeiptong
Biproypapiog (EndNote, RefWorks x.4.). Atapopetikd, 1 elcaymyn g ovapopas Uropet vo
yivel amAmg cOpovTag TN TPog To KeVIPIKO mapdbvpo tov RM, egpdoov ta apyeio eivon
armofnkevpéva otov H/Y. To RM avayvopiler tic PBiphoypagikéc mAnpoeopieg mov
nepiEyovion ota. meplocotepa PDF  oapyelo. Q¢ omotélecpo yivetar m ewcoymyr ot
BBA0ONK”N TOL TAPOVS KEWEVOL TOV SNUOGIEVCEMY KOl TOLTOXPOVO ONUIOVPYEITOL KOL 1

OYETIKN €YYPOPN UE TIG PAoypapikéc TANpoopies Tov tekunpiov (Ewc. 3.9).

68




B Hendeley Refesere Manager - v

.?. Library Motebaok i i _ ] Dimitra Mila
Ewoaywyn ovadopdc maTwvTog
o mAnkTpo Add new

All References

........................................................................................................

All References

Welcome to your Mendeley Library

your library or use the “Add new” bution

p lett cormer

Drop your files here to add referenc
In the

COLLECTIONS

_______________________________________________________________________________________________________

Eloaywyr) avadopdac Sud Yeipdg
alpovtag 1o apXeio mouv emBupoUpe

PRIVATE GROUPS

Mendeley Cite

References

PUBLIC GROUPS

Ewova 3.9 : Ewoaywyn avagopds oty empavela epyaciog tov Mendeley.

3.7.3. Ewoaywyn ayoliowv kot onueiowoewy (PDF Viewer)

To RM diver 1t dvvatdnta mpochnkng oyoMmv Kol GNUEUDCEDV GTO TANPES KEIUEVO
(PDF apyeio) tov avapopdv g PProdnkng, epdcov puoikd éxet amodnkevtel. Kdvovrag
OmAo KMK e TO TovTikl otV avagopd mov embvpodue. To RM éyet o1koé tov PDF viewer
omote avoiyel to PDF og po véa kaptéla oto mepipdAiov g epaproyng and émov umopel
va yiver gloaywyn oyoriov kot onueiwcewv (Ew. 3.10). Emdéyovtag and to dwbécipa
ewovio amd ™ ypapun epyoreiov, pmropodvpe va emthégovpe €va yopio 6to KeipeVo, va 10
LOpKAPOVUE HE £VIOVI VTOYPAUUIOT T/Kat vo. gloaydyovpe €vo oyOAlo. Xto onueio
tonobeteiton éva bubble pe dokpird ypopo Tov vrodeikviel Ty Vrapén oyoriov. Ta oydio
oL elonNyOnoov umopode va To. SOVUE EMAEYOVTAS TNV OVOPOPA OTNV KEVIPIKY] GTHAN GTO
Mendeley Desktop kot katomy v avtictoryn kaptéda Notes otn de€id othAn. Xt0 onueio
avTd pmopel va yivel 10 ywYN EKTEVECTEPOV KO EDLPVTEP®Y GYOM®Y GTO EMAV® TAAIGLO TOV
VIapyEL dabécIo, EVE akpPdc omd Katm epeoaviovtot o oxdio (Annotations) mov &govv

npootebel oto PDF.

69



I Mendeley Reference Menager

Mandeley 7 Manager  File

M Library

Apxelo PDF

semiempincal model to determine HF copper losses In magnetic componanis with noniayered col

Emtloyn papkapioparog KEHEvou |

Enhoyn
ELOAYWYNG
oxoAiou

WA TRANSACTIONS ON IWIR £ FCTRONKCS, VIN. 23, MO 6, NOVIMIR 2008

A Semiempirical Model to Determine
HF Copper Losses in Magnetic Components

With Nonlayered Coils

Georgios S, Dimitrakakis, Emmanucl C. Tatakis, and Evangedos J. Rikos

ntrect—While B numerves power electronies applicstions,
trassformers and lsductors with sonlayered wiadings e sed,
the of sy (e

foe thelr MP effective restance calcutation beads s manetis com-

Kepdaloio 3

PDF Viewer

l MopKaplopEVo KELPEVO I

puodes for the HE copper losses ofion give jast i pencral g
oo i in peactical applications. Provi)

pus amalytical solwtions [1]-(6]. [9]. 1171 1194, 1221, [41] treo)
canine coils witl conml a0,

ponent destgers o make high-erg= S
procacts umtll now hiss bees s
lhg cxtstent relevunt dimitra

of I copper bsses tn windi

tribution, & case that camnot be td  HF copper losses of windi

This mudel I hased o0 the
salts coming frum a large pemsber of SIMBSITIONS CArmiea at witn
analysts software, aad tes only three eas-
#y determinatie parasseters. The selected range for each of these
parmmmeters casures that the sodel i ssitable for e majority of
'mnu upplicatine. The theuretlcal ssalysbs Is verliied by exper-
mcavercaests o different focms of winding geometries.
\«-&onmmwom-ﬂmn Sormula reveals s inhereat
advantazes o copper boss calculation when destzztng nontiyered
ol

F| ey defined promerni-
reune same even t recenily
lement analysss (FEA) in or-
gl s applicable o widcr ranpes
S 20, 1301 [41]. Usforsmaicly
s et o sy i o g, Whilk af most of the times,
the well-defined geometrical paramcters are just the dimensions
of the winding and the number of terns of which it consists [ 19]
I sasch cavwes, a comman practice for the desiy wsider
the winding i a layered one, md apply some of the aforemes-
tioned modcls 50 as 10 make an approximate cakculation foc the
effective rosistance with an error, which, as will be presented in
the followine. o be extremehy hich

Ewdévae 3.10 : Ewocaymyn oyoiiov kot papkdpiopa Kewévoy pécm tov PDF Viewer.

OM n mopandveo Sadikacioo Tov TEPLYPAPNKE EQPUPUOGTNKE KOl GTNV OPYAVMOCN TNG
Biproypapiag pe Oéua: Power electronics: converters, semi-conductors, switches, passive
components. H oystikny Piproypapio mapadddnke amd 10 cvyypagéa e Satpipng oe
ynowakn popen (opyeic PDF) ko éyve m opydvoon avtig UEC® TOL TPOYPAUUATOS
Mendeley Reference Manager.

70



Kegpdloaio 4

KEDPAAAIO 4

YYMIIEPAXMATA

OLoKANP®OVOVTAG TNV TAPOVGA TTLYLOKY] EPYOCTO YIVETOL AVTIANTTO TMG 1 Ay YALKN
YADGGO ivat ApPNKTO GLVOEOEUEV UE TNV EMIGTH TOL NAEKTPOAIYOL UNYOVIKOD.
ovN0mg HETAPPACELS TEYVIKOV KEWEVDVY Bpiokovpe povo yua kamota Pipiia, pe v
To10TNTO TNG HETAPPACTG VA EIVOL GLVAPTNOT TNG GYETIKOTNTOS TOV LETOPPUCTI] LLE TO
OLYKEKPIUEVO avTIKEiEVO. Agv glval OmAvVIO TOL TOAAEC QPOPEG M UETAPPOCT CE
OTOVONi0 EMGTNUOVIKA GLYYpappaTo oyyilet Ta Opla TOL PAdPOv SLOTL —TPOPAVMDG—
0 €kd0TIKOG oikog avébeoe 10 €pyo avtd oe AdBog dvBpwmo. Emiong, d1daxtopikéc
StpEC Kot TTUYIOKEG EPYACIEG TOAPAUEVOLY GTN UNTPIKT YADGGO TOL GUVTAKTY| TOVG
(omaviog WpLHATH AVE TOV KOGHO VTTOYPEDVOLYV MGTE 1| GLYYPOPT] TOVS VAL YIVETOL GTA
AYYAIKA), EVO TO TEYVIKA £yyepidta, av dev elvarl Pdvo oto ayyAKd, TPOosOEPOVTL GE
TEPLOPIGUEVO APOUO YAOCOOV, e EAEYYOLEVT KoL TAAL TNV TOWOTNTO TNG LETAPPAONG,.
Ot duoKoAleg TOV GLVOVTA O LETAPPAUCTNG Elvol TAPO TOAAEG TOGO GLUVTOKTIKEG OGO
Kol SLGKOAIES TTOV aPOopPoHV TNV 0pBATEPT 0ITOO00T EVOG Opov. Tig meP1ocdTepEC POPESG
dev glvar duvato va yivel kotavontdg Evag 0pog yopig 0 HETAPPACTAS Vo AAPEL LTTOYT
TOV To GLUEPALOUEVA, TO OTTOlo OUMG JEV YIVOVTOL KOTAVONTA amtd Tov un €101k6. H
Aon ot1o mpOPAUe avtd eivar n expabnon tov mediov amd TO HETAPPACTH M M
ocuvepyosio TOV e TOVG €W0WKOVG TOL Tediov. Avtd amotedel to Pacikd mAaiclo
SLUOPP®ONG Kot AVAADONG TNG LETAPPACTS TOV ETIGTLOVIKOD Kol TEXVIKOL AOYOUL.
Ye O6ho avtd to mpoPAnuata Ppiokel ADGEIS M YPNOYOTOINCY TOV TEYVOALOYIKMV
epyoreiov (MAektpovikd AeSikd, NAEKTPOVIKE COUOTO KEWEVOV KOl UETAPPUCTIKES
HVARES).

Méoa and 1N petdepacn mov £yve ot TAAIGLO TG Tapovoas epyaciag vanpée
OmAO TPooOTIKO OPeA0c. AQevOg eumilovticOnKav o1 YVOGEIS LoV G [0, GEPE
nmudtov mov oyetiCoviot pe TIg andAElEg 10x00G o€ HayvnTiKd ototyeio (Tnvio—
LETOCYNUOTIOTES) TO OO0 YPNCLULOTOIOVVTAL GE EQPUPLOYEC NAEKTPOVIKMOV 16YVOC.
YYHETIKEG YVMGELS TOV ElYOV OMOKOUIOTEL LOVO OMOGTOGULOTIKA KOTA TNV O1dpKeELD TV
onmovd®Vv oto tunua HAektpordywv Mmnyovikov. Aeetépov  kotovondnke n

oToVOAOTNTO. TNG YVAONG TNG TEXVIKNG OPOAOYIOG Yoo TNV EMTVYN GOKNGN TOV

71



Kegpdloaio 4

EMAYYEALATOG TOL MAEKTPOAOYOL unyavikov. 'Etotl, péoa amd  petdepoon £ywve
BeAdtimon tov €mmEOOV POV TAV® TNV AYYAIKT OpoAoyio NG MAEKTpoAOyiog Kot
€£AoKNOY OTN PETAPPOOT TOV TEYVIKOV KEWWEVOL TPOKEUEVOD GE TEPIMTOOT) TOV OV
{nBet oto PEALOV €va aVTIGTOLXO £PYO VO LTOPEGM VO TO VAOTOMGM® LE EMLTUYIAL.
TéNog, Yo TNV OAOKANP®ON NG TTLYWIKNG €Pyouciog ypeldotnke vo yivel
avaltnon Kot €MAOYN TOL KOTAAANAOL Aoywoukov. Ta Aoylouikd Olayeipiong
BBAOYPaPIK®V 0vaPOp®V ElVaL EPOPLOYEG TTOL EMLTPETOLY TN dNpLoVPYia, dtayeipion
Kot xpnomn PPAoYpaPIK®OV avapopdv, MGTE Vo AVENGOVY TNV TAPOYOYIKOTNTA TOV
oLYYPAPEDV Kot TV gpevvnTav. Katd v dadikasio avalnmmong tov KaTtdAAnAov
Aoylopikov opybvoong g PProypaeiog ypetdotnke va yiver olOykpion kot
a&lohdynon péoa amd S1apopa AOYICUIKA, TPOKEWEVOD VO YIVEL 1| EMAOYN TOV T1O
gbypnotov mpoypaupatos. [épa dpme, amd v €DPECT TOL AOYIGUIKOV YPEIGCTNKE VO

yiver ko ekpdBnomn tov TpoypappaTog te okomd v tagvounon g Pioypagpiog.
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PREFACE

This doctoral dissertation was prepared at the Electromechanical Energy Conversion
Laboratory of the Electrical and Computer Engineering Department of the University of
Patras. Ittreatsof a series of issues related to the power losses in magnetic components
(inductors - transformers) used in power electronic applications, both theoretically and
experimentally.

This dissertation consists of the introduction, eight (8) chapters and the appendixes.In the
introduction a general description of the problems arising with the use of magnetic
components in power electronic converters is provided and the objectives of the dissertation
are clarified. In the appendixes, which are at the end of the dissertation, some issues have
been briefly developed that are directly related to the subject of the dissertation, but are not
included in the material of any of its chapters.

In the first chapter there is a general description of the physical effects that take place in
the magnetic components when they carry a current variable in time, i.e. the hysteresis effect
and the development of eddy currents in the core, as well as the development of eddy
currents in their windings (skin and proximity effects).

In the second chapter there is a brief description of the issue of the magnetic properties of
matter and in particular ofthe materials that are of keen interest in the power electronic
applications (ferrites). The most important models of macroscopic description of magnetic
hysteresis are presented and the basic structure of the expressions commonly used to
calculate the core losses in magnetic components is given.

In the third chapter the various factors that affect the copper losses of magnetic
components are outlined and the most important works from the international literature on
the subject of calculating these losses are mentioned.

In the fourth chapter, using finite element software, the accuracy and application limits of
the most important theoretical works on copper losses in windings consisting of layers are
investigated. Then, with the help of the software, the edge effect in layered windings, which,
potentially, can lead to a significant increase in copper losses, is investigated, while also the
effective resistance of a winding with round cross-section conductors when they are placed in
hexagonal configuration is calculated.

In thefifth chapter the work to develop a new model for calculating the copper losses in

magnetic component windings when the round cross-round conductors that make them up are



randomly placed within the available space (window) is described. The conditions and limits
of the model application are clearly defined, and the proposed expression is investigated in
terms of the coincidence of its result with both the results of the simulations and the
experimental measurements obtained. Moreover, the sensitivity of the new expression to
variations in the only one of the parameters that may present an error in its determination is
investigated and an approximate low frequency expression is proposed.

In the sixth chapter the design of a resonant inverter for the production of high frequency
sinusoidal voltage, suitable as an excitation source of magnetic components for taking
measurements in them is presented. Through the theoretical and experimental study that is
carried out, the appropriate dimensioning of the components that form the power and control
circuits is achieved, in order to achieve the expansion of the operating frequency range, the
minimization of the harmonic distortion of the output voltage and the maximization of the
amplitude.

In the seventh chaptera series of issues related to conducting experimental measurements
on magnetic components is analyzed and the most appropriate methodologies to measure the
losses in them and to acquire the hysteresis loop of the core’s magnetic material are
proposed. Further than that, some correction methodologies are proposed when the
measurements for the acquisition of the hysteresis loop present a known phase error or when,
based on Dowell’s model, the effective resistance of a winding is calculated for a temperature
higher than the ambient temperature, as typically happens during the operation of magnetic
components.

In the eighth chapter the conclusionsdeduced from the preparation of the dissertation are

summarized and its original elements are pointed out.

Closing this short preface, I would like first of all to thank the Chairman of the three-
member advisory committee and supervisor of this dissertation, Associate Professor Mr.
Tatakis Emmanuel, for his multifaceted cooperation, as well as for his full support and
continuous scientific guidancethat he offered me throughout its elaboration.

I would also like to thank the members of the three-member advisory committee,
Professor Mr. Safakas Athanasios and Associate Professor Mr. Sorras Konstantinos, for their
valuable advice, which contributed significantly to the level improvement of the dissertation.

I must also refer to the postgraduate students of our Laboratory, current and former,
without the support and company of whom the postgraduate studies would be a definitely less

successful and clearly less enjoyable course in time.I warmly thank them all.
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financially supported by the Research Committee of the University of Patras through the
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Introduction — Objectives

INTRODUCTION - OBJECTIVES

1. Introduction

Power electronic converters are used in a wide range of applications, such as power
supply of electronic devices, speed control of motor systems, etc. During the development of
these converters, special attention is paid to aspects such as high efficiency and reliability
extended life span, low cost, small volume and weight, improved power factor, minimum
harmonic noise towards the grid, reduced electromagnetic interference to the environment,
ease of production line build up, etc.

Most electronic power converters contain passive components (capacitors - inductors -
transformers) which, as the case may be, serve various purposes, such as filtering of the
voltage or current harmonics (both towards the converter output and towards the power
supply grid) or variation of the level of a voltage and the transfer of electric power through
electric isolation. The first purpose is served through the ability of capacitors and inductors to
store energy (in the form of electric and magnetic field respectively), while the second thanks
to two basic principles of electromagnetism, namely the creation of a magnetic field by an
electric current and the creation of an electric field from a changing magnetic field.

The passive components largely determine parameters of the converters, such as weight,
volume and cost. Regarding the capacitors we are interested in features such as their size,
capacitance and voltage tolerance, but their parasitic inductances (ESL — Equivalent Series
Inductance) and resistances (ESR — Equivalent Series Resistance) are equally important.
These parasitic elements are usually of low value, and in particular the ohmic losses in a
capacitor are so low that they are usually considered as negligible. Of course, despite their
low values, in some cases the parasitic elements of the capacitors have a significant effect on
the operating characteristics of the converters, such as, for example, the ripple amplitude of
the output voltage of the switched-mode power supplies. However, the same does not apply
to magnetic components, which, together with semiconductor switches, are the main cause of
power loss in a converter. The development of heat in the magnetic components is due to the
ohmic losses that occur in the windings (copper losses) and due to the hysteresis and eddy
current losses that appear in their magnetic cores (core losses).

The ohmic losses are due to the flow of electric current in the conductive material of their

coils, which is usually copper. Part of the electric energy is converted into heat through the
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process of impact of the conduction electrons with the lattice points of the crystal structure of
the metal. For given dimensions of the current carrying conductors the power loss increases
excessively with increasing frequency. This is because the appearance of the skin and
proximity effects leads to a concentration of the current in just a small surface part of their
cross section. This fact leads to a significant reduction of their effective cross section and
increase of their ohmic resistance [5], [9], [12], [41], [47], [74], [91].

At the beginning of the previous century the use of magnetic components at high
frequency operation devices was an object mainly related to the evolution of radio
communications and the fitting of their windings on a substrate of dielectric material was an
adequate design solution [7], [10], [123]. However, in power electronic devices, the required
high power density requires the use of a magnetic material core. In this way the magnetic
field energy —temporary— storage capacity is multiplied. Moreover, the magnetic flux is
driven into a specific path and thus the electromagnetic emission to the surroundings is
avoided, while at the same time the size of the components is significantly reduced.

However, the problem that arises with the use of a magnetic core is the appearance of
power losses in it in the form of heat. The magnetic hysteresis is one of the two effects that
lead to the appearance of losses in a ferromagnetic material when it is subject to a
periodically varying magnetic excitation [8], [13], [26], [27], [66], [80]. The other effect is
the development of eddy currents in the core volume and the consequent ohmic losses [22],
[44], [75], [129]. Simple iron alloys, such as those used in systems connected to the grid (e.g.
distribution transformers and electric motors), exhibit very high hysteresis losses per cycle
(they have a large hysteresis loop area) and, in addition, at typical power electronic converter
operating frequencies it is impossible to apply the technique of reducing the eddy current
losses by laminating the core. Hence, some new materials were invented, such as ferrites,
which, despite the drawback of relatively low magnetic saturation induction, show extremely
low losses [124], [131], [133], [140], [142]. Of course, although the use of ferrites provided a
solution to the problem of core losses by reducing them to tolerable levels, it did not
completely eliminate them, so we see that in an optimally designed magnetic component the
core losses are of the same order as the copper losses [68], [124], [143].

Although in some applications the conditions for the operation of magnetic components
are strictly defined, in most cases their various operating parameters (e.g. frequency, voltage,
current, temperature) constantly change. Moreover, the response of the converters (and
therefore of the magnetic components as well) to transient phenomena is almost always

critical. Due to these facts, and in combination with the fact that the presence of magnetic
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components in a power electronics topology plays an important role in the determination of
the efficiency of the converter, the need for some appropriate analytical models and applied
practical methods for the precise calculation of their losses in the various operating
conditions becomes imperative. Despite many years of development in the field of power
electronic applications, the calculation of losses in magnetic components is often based on
the accumulated knowledge, as expressed through various empirical rules, also combined
with experimental data provided by ferrite manufacturers [1], [10], [123]—-[125], [128], [133],
[143]. These empirical equations usually describe the operation of magnetic components
within narrow limits of variation of the various parameters, without any general loss
calculation methods covering all design options. Therefore, each magnetic component for
each different application and for each different operating state is essentially a different
problem that requires special treatment [7]—[9], [12], [13], [22], [26], [29], [41], [47], [143].
Studying the international literature, we observe that the accuracy and simplicity in
formulating the results of any theoretical model are in conflict with its generality and usually
the effort is focused on the direction of emergence the first two.

Of course, we should not forget that power losses are not the only problem associated
with the presence of magnetic components in power electronic converters. In several cases
some other parameters are also important, such as the electromagnetic emission to the
environment, the distortion of the voltage — current waveforms due to the non-linear relation
between magnetic intensity and magnetic induction in the core material, as well as the
oscillations in voltage and current when the parasitic capacitances of the magnetic component
are combined with the switching operation of the converter. Finally, the leakage inductance
in transformers is a feature that, depending on the application, can be an advantage or a
serious problem. In the present dissertation, however, the above issues are raised only for a

rough outline and the emphasis is on the issue of losses.

2. Objectives of this dissertation

From the brief introduction right above the importance of having knowledge of the
phenomena that take place in magnetic components when they carry high-frequency currents
gets clear. But this knowledge should not be general and superficial. It is necessary to have a
correct perception of the extent and the way in which each phenomenon affects the operation

of the magnetic components and consequently the operation of the other stages of the
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converters in which they are included. There must be reliable, accurate and easy-to-use
models for someone to be able to calculate critical quantities in magnetic components, such
as the losses, even before the implementation of a converter device. Very important too is the
possibility of having the appropriate device and a valid, accurate method for obtaining
reliable experimental measurements, to allow the verification of theoretical models and the

obtention of information that cannot be derived from theoretical approaches.

The above context also includes the objectives of this dissertation. The most important of
these is the development of a new model for the calculation of copper losses at high
frequencies when the conductors in the windings present a random arrangement in the
available space. The case of windings with conductors arranged in a random manner,
although a common design choice, is not described by the well-known models for the copper
losses, thus forcing magnetic component designers to resort to approximate methods that lead
to significant errors. Moreover, for the case of uniformly arranged conductors, some special
phenomena which have an effect on copper losses are investigated. The aim of this
investigation is to carry out a qualitative and quantitative analysis of the edge effect in the
windings of magnetic components as well as to examine the special situation that occurs
in relation to the proximity effect when the conductors are placed in a hexagonal
arrangement. The purpose of this analysis is to investigate the extent and manner in which
high frequency effects occur in these cases and to clarify their effect on copper losses.

Another goal is also to validate the reliability and clarify the limits of application of
the most important of the models for the copper loss calculation, in order to eliminate the
relevant confusion around this issue. Finally, another fundamental goal of the dissertation is
the development of a complete set-up and a methodology for obtaining reliable
experimental measurements on magnetic components, to make possible the experimental
determination of the losses, as well as other parameters, necessary for the prediction, through
various existing models, of the behavior of magnetic components in real operating
conditions.

In order for the above objectives to be clearly included into the wider context of the
existing scientific knowledge, the literature review precedes the rest of the work. Through
this review the various models for describing and calculating the losses in magnetic

components are recorded and evaluated.

Thus, the first step in the context of the dissertation was to gather from the international

literature the most important works on magnetic component losses. This material is presented

10



Introduction — Objectives

in a concise, but at the same time complete and understandable way, along with a
comparative list of the works dealing with similar issues, in order to highlight their
advantages and disadvantages.

The study of the literature, which took place throughout the elaboration of the
dissertation, in the beginning served the need of obtaining general information on the given
subject and the direction of the research effort to those sectors that are a suitable ground for
the output of original scientific results. The ultimate goal of this work, however, is for the
reader of the dissertation to be able to easily come to a conclusion about whether a proposed
method, model, or theoretical result found in the literature is appropriate for his own purposes
or not.

Then, with the help of finite element software, the accuracy of the results and the
application limits of the classical copper loss calculation models are determined, the effects
that take place in the windings of the magnetic components in the area near the yoke are
analyzed qualitatively and quantitatively and finally, the impact of the proximity effect on
windings of round cross-section conductors with a hexagonal arrangement is investigated.
The aim is to present the results both by formulating simple, descriptive conclusions and by
presenting parametric diagrams that graphically illustrate the dependence of critical quantities
as a function of various geometric quantities and frequency.

The use of finite element software also supports the establishment of the new model,
which aims to the accurate determination of the high-frequency copper losses in magnetic
component windings the conductors of which are randomly distributed within the available
space. The purpose is for the parameters of the new model to be quantities that are easily
calculable, that is, to be related to quantities that are either known to the magnetics designer
or very easy to be measured.

The goal of developing a complete set-up, as well as a reliable methodology for taking
measurements on magnetic components, is achieved by carrying out two separate works. One
work is the design and analysis of a resonant converter for excitation of magnetic
components with high frequency sinusoidal voltage. The aim is to make the detailed
theoretical and experimental analysis of the operation of the converter the basis for the
possibility to manufacture it with the desirable specifications, in terms of operating
frequency, output power and harmonic content of the output voltage. The second work is
related to the analysis of the various error factors involved in the experimental procedure and

to the corresponding suggestions for the selection of the most appropriate methodology to
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take measurements, reduce the errors and correct the result in some cases if the error of
specific parameters is known.

It should be noted that the division of the dissertation into chapters and the choice for the
order of their presentation do not strictly follow the order in which its objectives were stated
above and have been made to facilitate the reader in understanding the various issues it deals

with.
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CHAPTER 1

ELECTROMAGNETIC EFFECTS IN MAGNETIC
COMPONENTS

1.1. General issues

The particular behavior of magnetic components (transformers and inductors) when they
carry high-frequency sinusoidal currents, is a matter that concerned researchers since the
early decades of the 20" century [3], [4], [5]-[7], when the electromagnetic theory had taken
its final form from J. Maxwell [2], [130]. Effects taking place in the windings, such as skin
and proximity effect, the difficulty in modeling the ferromagnetic material of the core, as
well as the absence of reliable confirmation experiments, had kept relatively low the level of
various theoretical studies (such as S. Butterworth's work on copper losses of solenoid coils
[5]-[7]). As a result, the usual tactic was to draw up some set of simple, mainly empirical
rules, necessarily of limited scope, to assist magnetic component designers [123]. Such
manuals, which include, both the results of various theoretical studies and the accumulated
empirical knowledge on magnetic components design, are widely used today [124], [128],
[143].

In 1966, P. Dowell presented an extremely important theoretical work [12], later used
unaltered or with modifications to describe the different electromagnetic quantities of the
winding (distribution of currents and fields, power losses) [14], [20], [24], [68], [79], [100],
[108], [124], [128]. Before that, various works had preceded on the same issue, based mainly
on the direct analytical solution of Maxwell equations [4], [11], but were difficult to apply on
practical problems, in contrast with the results of Dowell’s work, which are well-known for
their simplicity.

Similarly, about the magnetic material of the core, further than various modeling efforts
that will be mentioned in the following, on the major issue of loss prediction, magnetic
component designers, to this day, usually use one of the forms of the Steinmetz equation [1],
which gives the specific losses of a material as a function of frequency and magnetic

induction for a limited range of values of these two parameters. This equation is combined
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with various data given by the manufacturers of materials and by various approximate
methods the calculation is adapted to the specific conditions of each problem (core geometry,
voltage-current waveforms, etc.).

The appearance and development of electronic power components, as well as the need for
ever greater power densities (increase of the required power — decrease in the volume of
devices), has led to the design of power converters with non-sinusoidal currents of high
frequencies (hundreds of kHz). In this direction have also contributed new technologies for
the manufacturing of ferromagnetic materials (e.g. ferrites) with the desired characteristics
[124], [133], [140], [142], as well as the development of resonance topologies [84], [88],
[110], [112], [113], [116], [117], [120], [135], [139], which enable low switching losses on
semiconductor components, even at frequencies of the order of MHz. At the same time, there
was an effort to study and model the magnetic components that operate under the above
conditions, with main objective the design optimization and prediction of critical quantities,
such as throughput power, efficiency and temperature rise [17], [18], [20], [24]. New
experimental measurement techniques, also assisted by the evolution of computers and
measuring systems [28], [38], [40], [57], enabled a more thorough study of the different types
of core and the development of models that describe the behavior of these materials under
periodic magnetic excitation conditions [26], [43].

Given the modern theoretical tools and the constantly increasing computing power of
computers, new efforts were made on magnetic component modeling and on the

improvement of some already existent theories. These works extend on three main axes:

(a) Analytical solution of Maxwell equations, e.g.: [54], [98], [134].

(b) Solution following successive assumptions — simplifications that limit the complexity
of the problem, e.g.: [21], [33], [45], [71], [72].

(c) Use of finite element methods in a computer to extract reliable results, e.g.: [56], [70],

[107], [159], [160].

Each of the previous approaches has problems and limitations. The method (a) is
disadvantaged by the fact that its application is limited only to cases where the symmetry of
the problem allows the straight-forward solution of the Maxwell equations. Methods (b)
generally suffer low accuracy and cannot lead to general solutions because they focus on
specific problems. Their usual starting point is the selection of some assembly and functional

parameters through empirical rules and the application of the method for the description and
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optimal selection of the others. The methods (c), although accurate, must be applied on a
case-by-case basis and require, even with the most sophisticated commercial software, high
computational power and runtime, which increase excessively when time is entered as a
problem variable.

The result of the several works to date is a series of theoretical studies in the frequency
range up to approximately 250kHz, for sinusoidal and non-sinusoidal voltage and current
waveforms. Their validation is mainly performed with finite element method (especially in
the most recent publications), while reliable experimental measurements appear only for the
lowest frequencies. For frequencies above the 250kHz limit, a qualitative study of the effect
of various geometric parameters on the losses of magnetic components (e.g. in flat PCB coil
transformers) is mainly carried out using finite element software [34], [35]. In relatively
recent works [79], [83] there is an effort to calculate and model the copper losses for
frequencies up to approximately 1IMHz and for non-sinusoidal waveforms, but limited to
specific operating conditions and winding geometries.

Detailed studies have also been carried out on fundamental frequencies up to 400Hz, at
which the largest amounts of electrical energy are produced and transmitted (e.g. [136],
[144]). In these works the study of effects for frequencies of approximately 1 or 2kHz is
considered sufficient to include any harmonic content of the voltage-current waveforms.

The difficulties in creating satisfactorily accurate and as possible general models are due
to the very strong nonlinearities and the simultaneous and interrelated contribution of the core
and winding to the abovementioned electromagnetic effects, which complicate the analysis of
the problem. Some characteristic problems that lead to the absence of substantial theoretical

studies on frequencies greater than a few hundred kHz are:

* The development of eddy currents in ferrites for frequencies above a limit (from 150
to 250 kHz for the usual types of ferrites used in electronic power converters).

* The occurrence of electromagnetic oscillations (standing waves) in the core volume
and the appearance of the skin effect for the eddy currents of the core for frequencies
of the order of MHz.

* The edge effect (significant increase in the current density at the ends of the winding,

especially when it consists of foils).

* The development of capacitive currents in the winding, already from one fifth of the

resonance frequency of the magnetic component (see §5.5.).
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Moreover, it should be noted that the wide variety of design options and topologies makes
each magnetic component a specific problem.

The first three chapters of the dissertation present some of the most important studies that
have been done in the effort to understand the effects that take place in magnetic components
when they carry high frequency currents. This presentation is concise and its aim is not to
reproduce the original works, but mainly to list the basic principles on which they are based,
their philosophy of development, and some of the their important conclusions, since, even
today, many of them are keys to an optimal inductor and transformer design. Moreover,
throughout the dissertation, where necessary, there are references to the related literature, to
support a better comprehension of what is written.

The collection of literature has been continuous throughout the elaboration of this
dissertation, while its study and classification proved to be a work much harder than initially
estimated. Purpose of this continuous literature update was, on the one hand, to direct the
work towards those areas of the given cognitive object in which there was a favorable field
for original research activity, and on the other hand the acquisition of knowledge of current
developments, both in the field of theoretical analysis of the relevant subjects and in that of

experimental measurement methods and practical applications of theoretical results.

1.2. Introduction to electromagnetic effects

1.2.1. General issues

In Ch. 2 and Ch. 3 is the quotation of various efforts, which have been made to date by
the scientific community to find and formulate the rules governing the electromagnetic
effects that take place in magnetic components. Before that, however, a brief, primarily
qualitative description of them would be informative. These effects are the skin effect and the
proximity effect, which occur in conductors that carry high-frequency currents and the effects
of hysteresis and eddy currents and the resulting losses, occurring in a material when it is
subject to a changing magnetic field. The first two are also effects of the appearance of eddy
currents in the current carrying conductors when they are under the action of a changing
magnetic field. The hysteresis occurs in materials with non-zero magnetization.

Further than the need to describe these basic effects, as the operating frequencies of

power converters increase new problems arise for the magnetic component designers, which

16



Chapter 1

are also summarily described in the subsequent sections. One example is the development of

electromagnetic oscillations in the volume of magnetic cores.

1.2.2. Eddy currents

It is readily concluded from Maxwell equations [2], [130] that the existence of a changing
electric field E imposes the creation of a magnetic field B with magnitude proportional to the
time derivative of E and direction perpendicular to it everywhere in space, while the exactly
reverse relation also applies. These interactions are described by the following equations,

which are two of Maxwell's four general form equations in integral form:

jSHdl_j (J+—jds— o (1.1)
OB
§Ed1= L =, (1.2)

In these equations, which correspond to Ampere’s and Faraday’s laws respectively (in
Ampere’s law Maxwell added the displacement current 0D/ 0¢), H is the magnetic intensity,
B is the magnetic induction or, as otherwise named, magnetic flux density, J is the
conductivity current density, D is the electric displacement, while d/ and ds are the vector
differentials of length and surface respectively. In both equations, the surface S is any open
surface that is terminated on the closed curve on which the left-hand side is integrated and
Lo in (1.1) is the total current that penetrates this surface.

Hence, when a material is under the action of an alternating magnetic field, it is inevitably
also under the action of the resulting alternating electric field. If the material is conductive,
the result will be the creation of some closed internal currents and the consequent heat

generation due to ohmic losses. This energy comes from the cause of generation of the

Referring to the "cause of generation of the alternating field", we want to separate the case examined here,
in which a conductive material remains stationary in a changing magnetic field, in which case the energy of
losses due to eddy currents comes from the field generation system, in contrast to the one in which the
conductor moves within a static magnetic field, in which case the loss energy comes from the means that
supplies the conductor with kinetic energy. Obviously there can be a combination of the two cases.
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alternating magnetic field". The power of these losses depends on the conductivity of the
material, but also on geometric parameters and is approximately proportional to the square of
the frequency, although the exact dependence on frequency is a function of various factors,
among which the frequency itself [83], [124]. The loss of energy is not the only result of eddy
currents, but also important is the creation of a magnetic field that opposes the externally
imposed field and weakens it, which, in respect of a magnetic core, practically means a
reduction in the effective magnetic permeability [55].

For magnetic cores, resolving the problem of losses due to eddy currents is basically
achieved in two ways: a) For low frequency applications (less than 1kHz) it is sufficient to
laminate the conductive material along the direction in which the field is applied to decrease
losses by a large percentage. b) High frequency applications require the use of specific
ferromagnetic materials (e.g. ferrites) that have extremely low conductivity (almost
negligible) up to a frequency limit. Typical values for this limit range from a few tens of kHz
to a few hundred kHz, while in modern materials for power electronic applications this limit
is set in the range of a few (2 to 4) MHz. The reason for this increase in electric conductivity
with frequency is analyzed in Ch. 2, which refers to the losses of the magnetic material of the
core of magnetic components.

However, as it has already been mentioned, losses due to eddy currents also appear in the

windings of magnetic components, an issue analyzed in the following paragraphs.

1.2.3. The skin effect in an isolated current carrying conductor

At high frequencies, the current carried by a conductor is not evenly distributed
throughout its cross-section, as when we have direct (dc)? current, but tends to be distributed
in a thin outer shell. This effect is a result of the varying magnetic flux within the conductor
due to the self current of the conductor, which only encloses part of this current. The solution
of Maxwell equations shows that the eddy currents are developed in such a way as to amplify
the current near the surface and damp it down towards the center of the cross-section of the
conductor. An equivalent aspect comes from the observation that those areas of the cross-
section of the conductor enclosed by a larger number of flux lines have a greater inductive
reactance to the cause of the alternating ﬁeldz, which is the electric current. Thus, a
redistribution of the current density on the cross-section of the conductor is caused, so that
areas with a lower inductive reactance (near the surface) are charged with more current. This
fact, in a circular cross-section conductor, leads to a maximum current density on the surface

and minimum in the centre (see Fig. 1.1, §1.2.4). For a square cross-section of the conductor
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we have a maximum density at the corners, lower at the sides and minimum in the centre
while for other geometrics we have corresponding distributions [123].

The redistribution of the current results in an increase in the R,/R;. ratio above unity,
where R,. is the effective resistance of the conductor when it carries a sinusoidal current of
given frequency and Ry, its resistance when it carries a direct current. This is to be expected,
since some parts of the conductor contribute less to the current transmission and therefore the
effective cross-section of the conductor decreases. Further than the increasing resistance, the
redistribution of the current is always such that the coupling of the magnetic flux with the
conductive material is decreased, compared to the case where the current is direct. Due to
this, the energy of the magnetic field in the conductor volume decreases (outside the
conductor it remains constant for a given current intensity). Therefore, the total magnetic
field energy —inside and outside the conductor— decreases, which is equivalent to a decrease
in the total self-inductance of the conductor.

The increase in the effective resistance R,. and the decrease of the inductance L, rise
with the frequency f of the current, as well as with the specific conductance o, the magnetic
permeability ¢ and the dimensions of the cross-section of the conductor (Appendix I). An
important quantity for the description of the skin effect is the skin depth o, defined as the
depth from the surface of the isolated circular cross-section conductor in which, for
sinusoidal quantities, the current density has taken the value 1/e of the value on the surface,
where e is the base of the naperian logarithms (an equivalent definition is given in Ch. 4).

Skin effect o is a function of ¢, u and f[129] and is given by the equation:

S=—
p— (1.3)

The term “alternating” is used improperly here, while more correct would be the expression “changing” or
“time-varying”. However, since the existence of a constant term in the waveform of a periodic electromagnetic
excitation can often be studied separately in terms of its effects and the periodic variation of a quantity can be
given by the sum of “alternating” sinusoidal terms of a Fourier series, this catachresis is justified (since usually
we do refer to periodic quantities) and we find it in many scientific writings. For the same reason, in many
points of the text, we will say “direct” or “dc” meaning “constant in time” since, referring to periodic
electromagnetic quantities, the constant term of the Fourier series (the average value) has prevailed to be
referred to as “direct” or “dc” component.
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For example, for a temperature of 20°C, at the frequency of 50Hz the skin depth for copper is
9.3mm, while at 1 kHz is 2.1mm and at 50kHz is 0.3mm.

1.2.4. The proximity effect

We have therefore seen that a wording for the description of the skin effect would be to
say that the eddy currents are superimposed on the current of the conductor and this results to
the final distribution of the current density, while another would be to say that the current is
redistributed in such a way that the conductive material is partially screened against the
varying magnetic field. However, these formulations highlight the generality of the effect and
indicate that there will be a redistribution of the current even if the magnetic flux that
penetrates the conductor is not due to the current of the conductor itself but due to the current
of adjacent conductors. This case of actually the same effect determines what we call the
proximity effect, i.e. the redistribution of the current density in the cross-section of a
conductor due to the magnetic field created by adjacent current carrying conductors. When a
current carrying conductor is in proximity to other conductors that carry a current of similar
(or even higher) intensity, the magnetic field and current density distributions in it are mainly
determined by the influence of these adjacent conductors and depending on the geometry of
the relative position of the conductors they may have any form. Of course, in the general
case, this influence peters out when the distances of the adjacent conductors from the
conductor in question increase. However, for a large number of conductors whose distances
from their adjacent conductors are of the order of the dimensions of their cross-section the
proximity effect on each of them is definitely much greater than the skin effect. The result is
again the concentration of the current in the areas of the cross-section of the conductor where
the magnetic field appears stronger and this in turn results in higher effective resistance. As
an example, in an infinite solenoid inductor carrying an alternating current, the magnetic
intensity is maximum within the inductor and zero outside, with a gradual reduction as we
run through the winding from the inside to the outside of the inductor. The proximity effect,
in this case, will result in an increased concentration of current at the inner side of each layer
of the winding i.e. the side of the cross-section of the conductors closer to the inductor

symmetry axis, there where the magnetic intensity is higher (see Appendix III).

20



Chapter 1

In Fig. 1.1 [124] we see in a descriptive way the effect of the two effects (proximity and
skin) on a conductor that carries an alternating current. In case (b) the adjacent conductors
carry the same current and produce a magnetic field with the direction shown in the figure.
The continuous line for the current distribution in case (b) corresponds to moderately high
frequencies, for which, according to the author of [124], the ratio of the radius of the
conductor to the skin depth is lower than 2 (#/0<2), while the case of higher frequencies is
presented with a dashed line. Parameter x represents the distance from the center of the cross
section. In fact, as it comes up from the analysis in Ch.4 and Ch.5, the linear profile in
magnetic intensity and current density at x direction, perpendicular to the direction of the
proximity field, is a condition overturned at considerably lower frequencies.

It should be noted that it is appropriate to use the 7/0 ratio as a parameter for describing

the effects associated with the development of eddy currents in circular cross-section
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Figure 1.1: The skin and proximity effects in a circular cross-section current
carrying conductor [124].
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current carrying conductors since, in the absence of additional effects (e.g. capacitive
currents), it is the value of the above ratio which determines the relative change of several
quantities and not the absolute value of the frequency. For other conductor geometries,
instead of 7, a corresponding critical dimension of their cross-section is used. The above
convention, which is also adopted in this dissertation, is found in almost all relevant scientific
work.

In conclusion of this introductory presentation on eddy currents in current carrying
conductors, it should be noted that technological development in the field of superconductive
materials leaves no room for hope that we will see any large-scale applications in the near
future and therefore the use of copper will definitely be the best option for many more years
to come. Materials that maintain their superconducting properties at temperatures close to
ambient temperature, except that their production cost is high, they are still in the phase of
research development and do not have the required mechanical properties to replace the
conductors, while even the low depth cooling they require in some cases (e.g. ceramic
superconductive materials at -40°C) makes their use extremely problematic. Moreover, the
requirement for cooling at temperatures close to the absolute zero of various other alloys, in
order to have superconducting properties, so far restricts their use only to sophisticated
applications, such as the windings of electromagnets in large particle accelerators. Still, under
development are some new promising technologies, such as the exotic nano-materials (e.g.
carbon-based nano-tubes) and graphene structures. Some of these materials are characterized,
among other things, by appropriate conductivity values and have already begun to be
experimentally used in applications where the achievement of small sizes is of high priority,
such as the creation of integrated circuits and the transmission of electrical signals in
applications of microelectronics (logic circuits, LCD screens etc.). It is therefore not excluded
that we will see in the near future “magnetic nano-elements” for the creation of microscopic
power supplies embedded in integrated circuits or even wider scale applications of these
materials in the fields of electronic and electrical engineering.

At the same time, for applications in which skin and proximity effects become important,
researchers are looking for the advantages of using aluminum instead of copper [14], [156].
The lower specific conductivity of aluminum leads to higher skin depths, a fact that
significantly balances its undoubted disadvantage at low frequencies. When in a given
application the frequencies are very high and in the windings there is no dc component of the
current, the use of aluminum, which in recent years has become much cheaper than copper,

potentially gives an economically preferable solution. The problems in the use of aluminum,
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so far, are focused on its metallurgical processing and the difficulty in creating welds and

electrical connections.

1.2.5. Magnetic hysteresis

The magnetic properties of atoms are due to the possibility of magnetic dipole moment in
them, which in turn is due to the quantum spin quantity of the elementary particles and the
movement of electric charges on an atomic scale [127], [145]. The important thing is that the
magnetic moments of atoms appear quantized at various energy levels (in magnitude and by
direction) and under the action of an external cause (e.g. magnetic field) they can jump from
one level to some other, absorbing the required amount of energy for this change [126].
However, in the majority of materials, at room temperature, the application of any external
magnetic field cannot result in any significant change in their macroscopic magnetic state.
This is because of the absence of magnetic dipole moment in atoms, or because their
magnetic dipole moments remain randomly oriented due to their thermal energy.

The macroscopic magnetic properties of solid magnetic materials, with a chemical
composition usually based on iron (Fe), nickel (Ni) or cobalt (Co), are due to the autogenous
existence of microscopic regions (Weiss regions) in which the atomic dipole moments appear
oriented to one common direction and therefore, each such (saturated) region exhibits an
elementary magnetic dipole moment. In the general case, a magnetic material sample appears
magnetically neutral, as these elementary magnetic dipole moments are randomly oriented.
With application of an external magnetic field, the elementary magnetic moments can be
oriented according to it, to a degree that depends, both on the value of the applied field, and
on other material-related factors. This orientation, for some materials, is maintained in a large
percentage of the dipoles even after the field is removed, which results in the sample
appearing magnetized. Contrariwise, heating or a strong mechanical shock in a magnetized
sample can restore the random distribution of elementary magnetic moments and the material
then appears altogether magnetically neutral. The laws governing the effects related to
magnetization processes are statistical in nature, while their detailed formulation and
understanding also requires the knowledge of quantum physics and —if we refer to solid
materials— solid-state physics [126], [127].

As for how this orientation spreads to a macroscopic sample when the external magnetic
field varies, various theories have been proposed, some of which will be cited in the next
paragraph. What is interesting here is that this change absorbs some energy derived from the

external cause, which is stored in the elementary magnetic dipoles, while at the same time

23



Chapter 1

some energy is converted into heat. In the reverse change of the dipoles magnetic state, with
the application of a new external cause, a percentage of the previously stored energy is also
converted into heat, making the whole process an irreversible change, as termed in physics.

In the absence of eddy currents, the magnetic intensity H is proportional to the current i

used externally for the field creation and is given by the equation:
}Hdt =i (1.4)

If there is some conductive material in space and eddy currents appear, to the current i we
should add the term 7,44, Which represents the ampere-turns of eddy currents through an open
surface which is terminated on the closed curve for which the integral of (1.4) is calculated.

In the presence of magnetic material, the equation between H and B is as follows:

B=uy(H+M) (1.5)

where M is the magnetization of the material. The existence of the material and the effect of
magnetization on the magnetic field can be taken into account by introducing the magnetic

permeability u of the material and then the previous equation becomes:
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Figure 1.2: The curves related to the hysteresis effect on a macroscopic scale.
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B=uH (1.6)

The magnetic permeability s of the free space has a value of 4710"H/m and the magnetic
permeability of a material is often expressed by the relative magnetic permeability u,, which
is the ratio of u to wo (w,=w/uo). The important thing about the hysteresis effect is that
magnetic permeability is not constant, but depends (for an isotropic material) from H, from
the magnetization history of the material and from its temperature®.

For the macroscopic description of the effect we use the plot of the magnetic induction B
as a function of the magnetic intensity H. In Fig. 1.2 appears, among other relevant curves, a
typical hysteresis loop (major or main loop). The main loop, when the variation of H is

b

“slow”, is often referred to as a static loop. A sinusoidal time variation of H between the
values + H,,,, will result in a periodic sweep of the static loop, with the sense of rotation
marked on the graph, if the frequency is sufficiently low (e.g. 50 Hz if we refer to ferrites).
Quite important are the intersection points of the loop with the axes marked as B, (remanence
or retentively) and H, (coercive force, coercive field or demagnetizing force), as well as the
saturation induction By,. The saturation effect is also very important for the magnetic
component designers, since it is an important restrictive factor in the capabilities of magnetic
components. In the saturation range, despite any increases in H, magnetization does not

increase and the slope of the B(H) curve tends to the value u. Division of the slope of the

magnetization curve at any point on the H—B plane with uy results in the differential

permeability:
1 dB
My = Al (1.7)
0

For anisotropic materials, their magnetic properties (and therefore the hysteresis loop) vary depending on the
direction examined each time. Declaring as vectors the quantities B, H, M, the magnetic permeability should
also be declared as a tensor. But we avoid this here because we discuss about isotropic materials. In various
points, we also study the magnitudes B, H, M of the quantities without causing confusion with the
corresponding vectors.
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At high frequencies, the shape of the hysteresis loop may vary, with the greatest change in
the increase of H., which makes it appear more flattened [75]. At even higher frequencies,
and/or for non-sinusoidal current waveforms, the shape of the loop may be, in short, irregular
[38]. The energy per unit volume delivered by the external cause of the field change, during

the process of hysteretic magnetization of a material, is given by the equation:

B,
W, =| HdB (1.8)

B

where B; and B, are the initial and the final value of the magnetic induction respectively.
Percentage of this energy is absorbed to change the magnetization of the material, while the
rest is converted into heat. Therefore, the energy consumed per unit volume for a full
magnetization cycle is given by the area of the hysteresis loop.

But a model for the magnetic hysteresis, such as those that will be cited in Ch. 2, except
the major loop, should also describe a number of other curves at the H—B plane which are

also shown in Fig. 1.2:

e Referring to a closed magnetic path within the material (material sample without gap), the
magnetization curve is traced by gradually increasing the magnetic intensity, starting
from a state at which the material appears magnetically neutral. Its slope near the
beginning of the axes determines what in the international literature is referred to as the
initial magnetic permeability u;, a quantity involved in the expression of several magnetic
properties of the material or of a core made of it [124], [140], [142].

e A symmetrical minor loop is traced in the same way as the major, but it differs in that the
endmost magnetic intensity values are lower than + H,,, and respectively the maximum
value achieved for magnetic induction B is considerably lower than the saturation
induction.

e An asymmetric minor loop will occur if during tracking the main loop or a symmetrical
minor loop there is a temporary change in the direction of H variation. If, for example,
while tracking the major loop with increasing H and before it reaches the value +H,, a
reduction toward negative values happens and then again an increase, a symmetric minor
loop, such as that of Fig. 1.2, will be traced. Hence, the condition for the existence of
minor loops in the case of periodic H variation is that there are more than two changes of

the sign of the dH/d¢ time derivative of H within one period. Such an operating state is
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typical in power electronic applications, as the magnetic components are carry currents
with periodic variation in time (usually not sinusoidal, but e.g. pulsating, triangular [saw-
tooth] or trapezoidal [partially linear]), but often with a significant ripple. This ripple may
be either due to external factors, such as electromagnetic noise, or internal factors, such as
oscillations related to the presence of parasitic inductances and capacitances in a circuit
that performs high frequency switching operation.

The non-hysteretic curve describes the suppositive magnetization path of the material in a
case where it would be done without losses. Experimentally, it is taken indirectly,
acquiring many hysteresis loops, for various levels of excitation. It is used in circuit
simulation software products, such as PSpice, to calculate the harmonic distortion of the

voltage-current waveforms due to the presence of magnetic components in a circuit.
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CHAPTER 2

CORE LOSSES IN MAGNETIC COMPONENTS

2.1. Introduction

The use of magnetic core in a magnetic component is dictated by the need to increase the
inductance of a circuit, to amplify and drive the magnetic flux and to store energy in a
specific space (by inserting an appropriate gap). The various problems arising with the
placement of a core in the magnetic components have already been briefly reported. In the
following, therefore, there will be briefly analyzed, mainly on the basis of the knowledge
offered by the international literature, issues such as the loss of energy due to hysteresis and
eddy currents, the damping of the magnetic field due to eddy currents and the deformation of
voltage and current waveforms due to the non linear character of the magnetization curve. We
will also give a brief description of the most important macroscopic models describing the
magnetization of materials.

The aim is to illustrate the complexity of the mechanisms responsible for the above
effects, as well as of the laws governing them, but also to make it clear that the different
models of their description on a macroscopic scale are usually nothing but tough

approximations, each providing satisfactory results only in a limited scope.

2.2. Magnetic properties of matter

As mentioned earlier, the magnetic properties of matter atoms have their origins in the
movement of electrons on an atomic scale and in the quantum quantity of spin [126], [127],
[145]. The contribution of the magnetic dipole moment of the atomic nucleuses and that of
the conductivity electrons of conductors to the effect of magnetism comes in particular cases
of generally lower importance. The quantity of the magnetic dipole moment is used to

describe the (magnetic) properties that the space acquires in the vicinity of an atom, but it is
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right to be treated as a quantum vector quantity and not to be confused with the vector
quantities we use to represent magnetic fields on a macroscopic scale.

However, one can come up with equations for the well-known quantities H, B, M which
describe the magnetic properties on a macroscopic scale, starting from the atomic magnetic
dipole moment and by applying laws of quantum mechanics, statistical physics and solid state
physics. In the volume of a material where atoms have a periodic spatial arrangement (crystal
lattice), the structure of the material appears as the sequential iteration of an elementary atom
arrangement, which we call the primitive cell of the lattice. It is relatively easy to examine the
properties of the material considering the primitive cell as the smallest area that can be
studied separately. This way, the magnetic dipole moment of a cell is calculated and then the
macroscopic magnetic properties of a sample are based on the study of its crystal structure. A
certain fact is that the given each time arrangement of the atoms in a cell, combined with the
requirement of minimum magnetic energy, favor the orientation of the magnetic dipole
moment of the cell at specific directions, so that an anisotropy arises in the magnetic
properties on a primitive cell scale. This anisotropy will only emerge macroscopically in a
monocrystal (a sample of material in which there is no disturbance of the crystal structure).

In ferromagnetic materials (in §2.3. there will be reference to the different categories of
magnetic materials), magnetic saturation is achieved when the magnetic moments of all the
primitive cells of the crystal lattice are aligned according to the external field. If we assume a
saturated sample like that of the case (a) of Fig. 2.1 [127] and calculate the magnetic energy
contained therein, we will find that it is higher than the corresponding energy of the sample in
case (b), in which the sample consists of two saturated domains with opposite magnetization,
while in case (c) the energy is even lower. The cases (d) and (e) correspond to zero magnetic
energy [145]. In the light of the principle of minimal energy, which governs all autogenous
physical processes, we conclude that the existence of magnetic domains in a material (Weiss

domains) is the natural outcome of a system.
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(a) (b) (¢) (d) (e)

Figure 2.1: The origin of magnetic domains is related to the tendency of a
system to be in minimum energy state [127].

Magnetic domains are separated from each other by separative zones, which in the
international literature are named domain walls or Bloch walls [145]. In these zones the
change in the direction of the vector of magnetization is gradual from the one area to the
other, since such a gradual transition, with the wall thickness equal to many constants of the
crystal lattice (about 300 for iron), shows much less energy than in the case of a sharp change
in magnetization between two adjacent cells of the lattice. In a sample in which the crystal
structure exhibits discontinuities (these discontinuities [dislocations] may be of various kinds
[146], [147]), it is observed that they favor the development of magnetic domain walls in the
same area of space. Moreover, it is quite possible for a domain wall to be terminated on a
crystalline dislocation. When this is the case, a displacement of the magnetic domain walls
often also entails the displacement of these crystalline dislocations. It would be wrong to
consider these displacements as similar to the relative movement with friction of two objects,
but, intuitively, one can understand that they are accompanied by forces of "friction" that
oppose them.

When applying a weak external field (of the order of mT) to a sample of ferromagnetic
material consisted of magnetic domains, what happens is a reversible or, if we borrow a term
from mechanics, "elastic" displacement of the domain walls, which will return to their
original position if the external field is removed. With stronger fields, we have irreversible
displacements of the walls, while for very strong fields, approaching the saturation of the
sample, a turn of the magnetization vector is also observed in the domains.

Apparently, during the change in the form of the domains, an exchange of energy
between adjacent domains, accompanied by losses, takes place. Some energy will also be lost

due to the "friction" mentioned above during displacement of the walls, while rotation of the
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magnetization vectors will also lead to losses. As the frequency increases, the Bloch wall
displacement acquires an oscillation character with the "friction" forces being the damping
factor in this movement. It should also be noted that there is a resonant frequency for the
vector magnetization in a cell of the crystalline lattice (of the order of 2MHz for ferrites
commonly used in power electronic devices). If this value is approached in magnetic
component operating conditions, a turn of the magnetization vector and extremely high losses
are observed, even for low magnetic intensity values [31], [32], [133] (while it was
mentioned earlier that turning the magnetization in a magnetic domain occurs only by
applying a strong external field). Depending on the dimensions of the core, at frequencies of
the same order, we may also have the development of standing electromagnetic waves in its
volume, an effect that we will analyze in the next.

It is therefore understood that for each material, above some frequency, the calculation
and theoretical analysis of losses under conditions of periodic magnetic excitation is not
a simple case of combining hysteresis and eddy currents, in the same way these
phenomena are described for low frequencies. However, since modern requirements in the
field of power electronic converters gradually lead to an increase in operating frequencies to
even higher than 1MHz (§3.3.3.), a corresponding progress in the field of material
manufacturing has been achieved to enable such applications. As an example, we mention
Ferroxcube 3F3, 3F35 and 3F4 ferrite grades for applications at switching frequencies up to
500kHz, IMHz and 3MHz respectively [32], [142], as well as Epcos ferrite N49 for
frequencies up to 1IMHz [140].

Thus, without a deeper investigation of the physics of these effects, we identify the causes
of hysteresis as related to three different factors:

a) Interaction between magnetic domains.

b) Anisotropy.

c) Internal "friction" forces with the displacement of various discontinuities in the

volume of the material.
The dominant effect each time is different for the various materials and of course depends on
the level and frequency of the excitation imposed by the external field.

In literature there are various methods to approach the subject of material magnetization
and model the hysteresis loop. Several of them are simple attempts to find appropriate
expressions by some curve fitting procedure so as their results to approximate some

experimental data and fall short of generality, while some other, which take into account all
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the effects related to energy levels on a microscopic scale, become particularly "heavy" for
application to practical problems.

Although the detailed description of the previously mentioned issues is a whole chapter of
the solid-state physics and therefore does not belong to the purposes of this presentation, in
the next paragraph we will outline these mechanisms by shortly describing four of the most
important macroscopic models for magnetic hysteresis. We will see that each of them gives
more weight on only some of these mechanisms and therefore applies to only a specific

category of materials.

2.3. Magnetic materials — ferrites

By studying the behavior of a macroscopic sample when applying an external field to it,
magnetic materials can be divided —at first— into three categories: diamagnetic, paramagnetic
and ferromagnetic.

The diamagnetic materials, with the application of an external magnetic field, are weakly
magnetized, with the vector of magnetization having the same direction as the external field
and magnitude of opposite sign. The majority of the materials have diamagnetic properties,
while the most intensely diamagnetic material is the bismuth (Bi). Organic compounds and
water also have diamagnetic properties.

Paramagnetic (materials with unpaired electrons in the outer shell of their atoms) with the
application of an external field are magnetized weakly at the same direction with it. Their
atoms have permanent magnetic dipole moment, but with the application of an external
magnetic field only a low percentage of them are aligned with the field. Examples of
paramagnetic materials are aluminum (Al) and platinum (Pt).

Finally, ferromagnetic materials are strongly magnetized in the same direction as the
external field. Without going into details about the first two categories we will notice that the
ferromagnetic materials are those of practical interest, since they have a high positive value
for the relative magnetic permeability w, (up to 20.000) and are used in various applications,
such as permanent magnets, magnetic components (inductors — transformers), electric motors,
information magnetic storage, etc. It should also be noted that one major difference between

diamagnetic, paramagnetic and ferromagnetic materials, in addition to the magnitude of their
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magnetization, is that, for the first two categories, magnetization vanishes when the external
field is removed.

Ferromagnetic materials can also be divided into categories depending on their magnetic
properties. A general separation classifies them in hard and soft, with the first
characterization referring to those with high remanent magnetization B, (as a percentage of
the saturation magnetization) and high demagnetizing force H., while the opposite applies to
the soft materials. Hard materials are used for the manufacture of permanent magnets and in
applications where the “memory” of the material’s magnetization history is necessary
(magnetic recording), while the soft ones in applications requiring low hysteresis losses (e.g.
magnetic components), since the area of their hysteresis loop is small.

The deeper study of the mechanisms under which elementary magnetic moments interact,
both between them and with an external field, leads to the definition of two more categories
of materials, which are the ferrimagnetic and the anti-ferromagnetic. Ferrimagnetic materials
have the macroscopic properties of the ferromagnetic ones, but generally exhibit significantly
weaker magnetization, while in anti-ferromagnetic materials the magnetization caused by the
application of an external field is practically negligible.

Ferrites are ferrimagnetic materials (iron oxides) which began to be experimentally
manufactured in the late 1920s and began to be widely used only after World War II. They
have the generic formula X-Fe,O4, where X is some, or a combination in various proportions
of some of the following metals: iron (Fe), manganese (Mn), cobalt (Co), nickel (Ni), copper
(Cu), zinc (Zn), magnesium (Mg) and cadmium (Cd). The impurities selected each time give
their name to the ferrite. Thus, for example, we can say that the most important for practical
applications are manganese — zinc ferrites (Mn-Zn) and nickel — zinc ferrites (Ni-Zn).

Although hard ferrites have also been manufactured, the focus is on the soft ones that
generally have lower saturation magnetism than raw iron, but have a number of other
advantages. As such we can mention the low values for B, and H, (and therefore the small
hysteresis loop area), high relative magnetic permeability and low electrical conductivity up
to some frequency limit (different for each material), which is a necessary condition for the
reduction of losses due to eddy currents.

The reason why electrical conductivity increases in ferrites with an increase in frequency
is related to the fact that a macroscopic sample of the material consists of microscopic grains
(crystallites) which are separated from each other by a thin insulation layer of very high
resistance. The capacitance between them actually short-circuits the insulation layer at high

frequencies, so then the specific resistance of the sample approximately takes the value of the
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specific resistance of a crystallite. Typical values for it are 0.001Qm for Mn-Zn ferrites and
30Qm for Ni-Zn ferrites [35], [133]. The frequency for which the electrical conductivity
begins to become significant is different for each type of ferrite and may be a few tens of kHz
or a few hundreds of kHz (in most of the cases) or greater, especially for newer materials.
Ni-Zn ferrites have ;<1000 (the value of u; is indicative and differs greatly from

u, =AB/ u,AH [amplitude permeability] often used in calculations for various applications),

high specific resistance and moderate temperature stability (u,. generally drops with
temperature). They are preferred mainly in telecommunication applications (low power, high
induction, broad bandwidth) for frequencies from 0.5 to 100MHz. Mn-Zn ferrites have u;
from 1000 to 5000 and specific resistance lower than that of Ni-Zn, which is greatly reduced
at frequencies well below those in Ni-Zn ferrites. They also generally present lower By, than
Ni-Zn ferrites [35], [133]. They are mainly used in applications between 1kHz and 2MHz,
such as magnetic components in power electronic converters.

Other alternatives, further than ferrites, are amorphous metals (processed in glass phase)
and powered iron alloys, which have lower cost, greater By, but generally exhibit more

losses than ferrites [35].

2.4. Electromagnetic oscillations in the core volume

In ferrites the relative magnetic permeability u, as well as the electrical conductivity are
functions of frequency, with a decreasing dependence for x, and ascending for o, while the
relative dielectric constant ¢, also varies with frequency. The manufacturer usually gives the
curves describing the dependence of u, on frequency for the frequency range in which each
ferrite is used [140], [ 142], but generally the corresponding information about ¢ and ¢, are not
provided. Curves for these two quantities are provided, for example, in [124], but only for
some of the available ferrite grades.

In ferrites, as in any material medium, there is a finite propagation speed of an
electromagnetic disturbance. The value of this speed depends on u=u,uy and e=¢,& (absolute
magnetic permeability and absolute dielectric constant respectively) as well as on frequency.
The propagation of such a disturbance shall be subject to reflections on the discontinuities of
the material and to attenuation if the material exhibits losses. It is therefore possible for

standing waves to appear in the volume of the material (resonance), which will result in an
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excessive rise of the losses [34], [60], [124], [133]. In resonance state the amplitude of the
induced electrical field becomes maximum and therefore the induced eddy currents produce a
magnetic field that tends to cancel the magnetic flux. So, not only do losses increase, but the
conditions of normal operation of the magnetic component are generally cancelled. For these
reasons, it is obvious that such a situation is not desirable.

With increasing frequency, the first resonance will occur if half of the wavelength A, for
the specific material, becomes equal to the minimum dimension of the cross-section of the

core. The wavelength is given by the well-known equation:

1

e 2.1
SN Holty€ D
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where of course the effective (relative) magnetic permeability s and the dielectric constant &
correspond to the specific frequency £, with the first one depending on the existence of a gap
in the core (it is pef = loj/l; when [, is the gap length and /. the length of the effective
magnetic path in the ferrite, with [,<</. see §7.3.2.). For ferrites and core sizes commonly
used in power electronic applications, the frequencies at which resonance occurs range from
values just under IMHz to approximately SMHz [34], [133]. Therefore, one must be careful
about the occurrence of this effect if he selects high operating frequencies, as it begins to
affect the function of the magnetic component and to increase the losses from a frequency
that is approximately half (or lower) of the one at which the resonance occurs. A simple
method, however, to deal with the problem is to insert a gap in the core which reduces the
effective magnetic permeability. In practice, the existence of any gap shifts the frequency of
resonance to a value much higher than those for which the use of the material is considered
prohibitive due to losses. For example, it is stated in [133] that for a specific core shape of the
ferrite grade 3F3 for which the first resonance frequency is at 4.5MHz, a 0.05mm gap shifts it
to 30MHz (it is reminded that the specific material is suggested by the manufacturer as

suitable for frequencies up to 500kHz).
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2.5. Models for the macroscopic magnetic behavior of ferromagnetic

materials

The mechanisms that affect the hysteresis effect are on a case-by-case basis (depending
on the material: polycrystalline or amorphous, isotropic or anisotropic) complex and their
analytical study is not an easy task. Therefore, the creation of a model is often based on a
simplified representation of the average behavior of the material. Therefore, based on this
average behavior, the magnetization mechanisms, i.e. the rotation of local magnetic moments
or the movement of the magnetic domain walls, are modeled. In accordance with what was
reported in Ch. 1, any model must also include other important characteristics of the
magnetization process such as saturation, reversible (non-hysteretic) and non-reversible
processes [80]. In the following, the most important of the macroscopic models for magnetic
hysteresis will be presented, as well as some other approaches to the modeling of the same

effect.

- Preisach model (1935)
This model [8] is based on the view — assumption that the material consists of

independent (non-interactive) particles, each of which has only two possible magnetization
values, +m and —m. On the basis of the model's assumptions, at the position of each particle,
the result of interaction with adjacent particles is a "net" field 4; (interacting field).

The key to the model is a distribution function, called the Preisach density function and
describes the statistical magnetic behavior of a random sample of a large number of particles,
which are considered infinitely small. The approximate form of this function is
experimentally obtained and is different depending on the material under study. It has been

shown [42], [80] that for some materials this function may have the following form:

—\
M, (n. -7, B2
plh;,h.) = py- iem{ o2 ]em{ 5 2} (2.2)

c c l

in which, except the local field %; the demagnetizing force 4. also appears, while % is its
average value for all particles. The o, and g, variables are the distribution widths for 4. and #;

respectively. In this formulation, the parameter of the classic Preisach model to be determined
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during the experimental procedure, is M, (saturation magnetization of the sample), while 7. ,
o;, 0. are adjustable parameters.

In order to directly take into account the interaction between particles, it was proposed
[33] that the local field 4; at the position of a particle, such as its value is configured by the
presence of other particles, may be associated with the macroscopically observed
magnetization M through a constant ratio a (h;=aM), which arises as another adjustable

parameter in the new formulation of the model (moving Preisach model).

- Stoner—Wohlfarth model (1948)

The Stoner-Wohlfarth model describes the magnetization curves of a polycrystalline
material consisting of small particles that do not interact with each other and are
characterized by uniaxial anisotropy. These particles are smaller than the minimum required
for the formation of a magnetic domain. The magnetization of each such particle is
considered to have a constant value, but its direction may vary. Anisotropy is determined by
the existence, for each particle, of an axis of preferred orientation of the magnetization with

its direction forming an angle ¢ relative to the vector of the external field [¢ € (0,7) ] and
with a Gaussian distribution F(¢) describing the statistical behavior of the quantity¢ in a

random sample consisting of several particles:

F@)= exp_(ﬁ;f) 2.3)

In this equation %is the average value of the angle between the field and the preferred axis of
the material particles and therefore constitutes the direction of the easy magnetization axis, as
it is called, of the macroscopic sample, while o is a constant associated with 5 (it describes

the standard deviation of the distribution).

This model may describe the reversible and non-reversible changes in the energy state of
a particle with changes in H, due to the corresponding changes in its magnetization direction.
The behavior of a macroscopic sample is derived from the statistical study of this particle

behavior.
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- Globus model(1976)

This model [13] refers to the soft ferrites for which Globus made some observations and
after a few assumptions, concluded that the magnetization of a macroscopic sample exhibits
the same behavior as that of a microscopic, spherical sample consisting of two domains with
magnetization at angles 0° and 180° relative to the external field. The change in the overall
magnetization of this sample is determined by the movement of the separative wall between
the two domains. The three basic equations of the model give the intensity H of the field and
the magnetization for non-reversible and reversible variations (the separative membrane may
also be “elastically” distorted) and are trigonometric composite functions of the separative

wall’s position (this position is determined by angle 6):

g+ycosl
H=5"""7
M Rsin® @ (24)
1 . . ..
M= g 0 6’(2 +sin’ 6’) non-reversible variations (2.5)
3M:D
M, = 8;/ H reversible variations (2.6)

In these equations, g is a proportionality constant between the length of the circumference of
the separative membrane between the domains and the friction force when moving it, y is a
quantity associated with the energy of the separative membrane, M, is the saturation

magnetization of the globule, D a constant and R the radius of the globule.

- Jiles — Atherton model (1986)

It describes isotropic, polycrystalline materials consisting of grains, each of which
consists of many magnetic domains [26]. Any domain has a magnetization with constant
direction and magnitude. Its walls can be deformed “elastically”’ by applying an external field
(reversible variations) or even can be displaced (non-reversible variations), thus increasing
the size of the domain in relation to adjacent domains. Domains the magnetization of which
has a vector with small angle in relation to the variation of the external field are more favored
by this variation by absorbing energy, available for their expansion. The fundamental idea of
the model is based on the assumption that the intensity of the magnetic field at the position of

a domain depends not only on the externally applied field H, but also on the magnetization of
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the adjacent domains (interaction between domains). On a macroscopic scale, the effective

magnetic intensity H, will be given by the equation:

H~H+oM (2.7)

where M is the magnetization of the material and «a a constant which is found experimentally.

If b is a constant that determines the width of the loop and M; a constant that determines the

saturation level, the non-hysteretic curve for an isotropic ferromagnetic material (from which

the major loop can then be extracted) can be described by the equation:

vesfeft) 3]

Without going into the details of the above models, we will make some general remarks:

These models succeed, with variable degree of success each, to describe the various
curves associated with the effect of magnetization in ferromagnetic materials. Each
one focuses on different material characteristics and therefore they find application in
different materials and for different practical applications. We will just mention that
the Stoner—Wohlfarth model is more suitable to the hard magnetic materials, that of
Jiles—Atherton to the medium ferrites, Globus model to the soft ferrites, while
Preisach's one to thin foils of hard magnetic material, in magnetic recording
applications [80].

For the application of each model very important are their various parameters, some
of which are determined straight experimentally and others by further calculations.
The number of a model's parameters and the easy determination of their values are of
major importance for the engineer who is interested to rely on it and draw conclusions
useful for a particular application. In practice, having experimentally taken as many of
the magnetization curves required to identify some of the model’s parameters (e.g.
static loop, first magnetization curve, non-hysteretic curve), one looks for the
appropriate values of the others, for the model's predictions to describe what is
experimentally observed. Thus, a model cannot describe the magnetization curves of
all the materials, whatever values we choose for these adjustable parameters, and

therefore there is so far no general model covering all the materials. Also, a model
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that was originally constructed for a particular category of materials may often, with
an appropriate selection of its parameters, describe quite satisfactorily the behavior of
other materials.

e Oversimplification in the consideration of the several effects often leads to erroneous
results. So, for example, instead of the Globus model that refers to soft ferrites,
magnetic component designers usually use the Jiles—Atherton model, which gives for
these materials more accurate results than the previous one, if of course, appropriate
values have been selected for the model parameters.

e After the original enouncement of the models, several researchers, including
sometimes their own inventors, supplemented them by giving them a modified form,
to take into account more accurately some effects, broadening this way their scope of
application. Subject to such modifications became mainly the most popular of these:
the models of Preisach, Jiles—Atherton, but also that of Stoner—Wohlfarth [82]. As
examples, we mention the dynamic model of Jiles—Atherton, based on the
corresponding static one which, through an additional parameter, takes into account
the friction forces at the movement of the walls of magnetic domains and the dynamic

models of Mayergoyz and Bertotti [43] based on Preisach’s static model.

In addition to the above classic models that describe the macroscopic magnetic behavior
of ferromagnetic materials, various other efforts have been made through the years with little
or greater success. With the help of two examples below, we can see the possibility to treat
the physical effects in a completely theoretical way, by making some assumptions about them
and then to rely on some mathematical tools in order to predict the various curves that
describe them.

In [62] the idea is based on the ability of any closed, flat curve to be described as a
complex function. If the form of the major loop at the fundamental frequency is known and
with the assumption that at the same values of dB/d¢ correspond parts of the loop with the
same slope, this model can accurately predict the form of the minor loops. It is only necessary
to know the applied voltage waveform and to have with good accuracy the electrical
characteristics (inductance, resistance) of the excitation circuit for the form of H(¢) to be
accurately predicted. Unfortunately, the use of the model is limited to this prediction only,

when the harmonic content is not very high (especially that of the high-order harmonics) and
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it cannot, for example, offer any clue about how the form of the loop will change with
frequency.

In another attempt to model the magnetic hysteresis [67] the required data is the static
major hysteresis loop B(H), from which we can have the corresponding loop woM(H) and
then, for its two branches, the curves d(uoM)/dH as functions of H. The model is applied for
the prediction of the minor loops when the waveform in time of either the magnetic induction
or the magnetic intensity is known. It is based on the knowledge of the dM/dH derivative at
all points of the major loop to predict the form of the minor loop at any position of the first
one. This model is simple in its formulation and application, but finds application only for
iron cores excited at low frequency (50Hz) with the frequency of harmonics not exceeding
800Hz [67]. In fact, the prediction achieved for the form of the minor loops (and the

hysteresis losses) is approximate and not satisfactory if high accuracy is required.

2.6. Eddy current losses — expressions for the total core losses

The effects of magnetization and hysteresis, as we have seen, are affected by a variety of
factors, the study of which led to the development of simple, descriptive models. The effect
of the appearance of eddy currents, however, although also affected by various factors (the
dimensions of the sample for example), is subject exclusively to laws known to us by
Maxwell's electromagnetic theory and thus its understanding and complete description can
only be based on the accurate solution of the relevant equations. However, it turns out that a
number of factors, related to the microscopic structure of materials, introduce problems, for
the solution of which the electromagnetic theory is not sufficient. The spatial anisotropy of
the various materials or their elementary particles, in terms of their electrical and magnetic
properties, the change of these properties with frequency and temperature and the coupling of
the electric and the changing magnetic field in the scale of elementary magnetic dipoles are
just a few of them. Finally, for the needs of practical applications one again ends up with
simple equations (models), often different for various materials and various electromagnetic
excitation conditions. These equations usually result from experimental observations in
typical applications or even from some simple assumptions. Moreover, the experimental
determination of eddy current losses has as a condition the separation of the hysteresis losses

from them, which is rarely an easy task. For these reasons, the experimental verification and
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definition of the application field of the various models for eddy current losses are extremely
difficult, while in the expressions for the core losses in literature the two types of losses often
appear together.

Regarding the increase in core losses with frequency, one can understand the reasons that
lead to it, although the exact analytical expression describing it in each specific case is not
self-evident. At low frequencies, where no additional effects take place, the hysteresis losses
are proportional to the frequency, since they are proportional to the area of the hysteresis loop
and therefore they depend proportionally on how many times the loop is swept per time unit.
Respectively, since the induced voltage between two elementary surfaces of the material is
proportional to the time derivative of the magnetic induction and the eddy current losses are
proportional to the product of the voltage times the corresponding current, the eddy current
losses will be proportional to the square of the frequency.

A first remark is that, for a sinusoidal excitation, the specific losses (losses per volume
unit) of the core of magnetic components can be given approximately by an equation of the

form:

P=P, +P

st Brcasy = UL TIABY D f 4 G (f, T)AB D f? (2.9)
where P, and P, .44, are the specific losses of hysteresis and eddy currents respectively and
AB the difference between the maximum and minimum magnetic induction values. The
coefficients C; and C, are functions of the material properties, frequency f and temperature 7,
while exponents x, y are also functions of frequency and temperature, generally different for
each material. Regarding the dependence of specific losses on temperature, it is noted that in
several types of ferrites they are minimized when the temperature takes a given value [28],
which is usually in the range between 60 and 85°C [140], [142], a typical temperature range
for full load operation. On first approach and generally in practical applications where the
frequency does not change significantly, the coefficients C; and C, and the exponents x, y are
considered as constant. In fact, for many materials, including ferrites, the exponents x, y are
approximately equal to 2 in a wide frequency range [133]. It is also obvious that for relatively
low frequencies (typically f<100kHz for several ferrite grades) at which the electrical
conductivity of ferrites is very low and the intensity of the induced electrical field in the core

volume is also relatively low, C, value is about zero.
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By studying several experimental data in literature, one can see that for the same AB and f
the losses depend on the waveform of the applied excitation. Experimental measurements
show that high values of the dH/d¢ magnetic intensity time derivative in large parts of the
signal period result in the extension of the hysteresis loop [16], [38]. In other words, the form
of the loop is determined not only by the extreme values of the magnetic intensity, but also by
the manner, in time, in which the magnetic intensity changes from one value to another. In
general, if one wants to use (2.9) for various waveforms other than sinusoidal, he should
determine for which frequency band of the basic harmonic applies it and for these frequencies
to determine the correct values of Cj, (5, x, y (which will generally be different from the
corresponding values for sinusoidal excitation).

Of course, equation (2.9) is just one way to express an experimental result, which is the
variation of the specific losses of a material with changes in parameters f, AB, 7. Similar
expressions have been enounced since the end of the 19th century [1]. In modern literature

one finds expressions such as the one we find in [133]:
Pszmfx'ABy,(a—bT+cT2) (2.10)

where the study has been carried out for very small ring-shaped cores, so that, due to the
small dimensions of the sample, the development of eddy currents is limited (without them
being always negligible), especially at the frequencies of several hundred kHz. Again, the
issue is the experimental determination, for each material, of the constants C,, x', ', a, b, ¢
for the various frequency ranges, where in the case of non-sinusoidal excitation, f represents
the fundamental frequency and AB the peak-to-peak value of the magnetic induction. It is
noted at this point that the existence of a constant term for the magnetic induction, in general,
leads to different core losses than for the same AB without it, since the swept loop is
different. Therefore, the excitation conditions should be clearly defined when relations such
as (2.9) and (2.10) are used. Moreover, a different option to express the core losses is the use
of the amplitude of the fundamental harmonic of the magnetic induction instead of its total
amplitude [63]. In an attempt to avoid dividing the frequency spectrum into areas, (2.10) can

be alternatively written as follows [133]:

P=C, " VAB(c,~e,T+¢,T?) @.11)
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where ¢y, ¢, ¢3 are positive constants.

We have seen that the equation (2.9) is considered very simplified to lead to accurate
results and gives the true dimension of the problem only at low frequencies. In order to
extend its application to higher frequencies one must consider, as is actually the case, that all
the constants that appear in it are far from being “constants” but depend on frequency and
temperature, without considering any anisotropies (we always refer to samples that
macroscopically appear isotropic, as is the case for materials selected in magnetic component
applications).

It is therefore observed that the eddy current losses, above some frequency limit, follow a
dependence that declines from the quadratic law that appears in (2.9). To describe this effect,
it is recommended [27], [39] that the specific eddy current losses may be calculated from two

terms, the classical and the excess or anomalous:

dB\’ . R(dBY
Pﬁ-z(t)zcd(gj ->P,(0)=C,f !(Ej dt (2.12)
3 3
dB| AR
P.()=C |—| >P.()=C fl— dr
() =C,, v (1) exf£ py (2.13)

where 7 is the period of the applied voltage and C, C.,, C!,and C._ are constants dependent

on the conductivity and geometry of the sample. Exponent 3/2 in (2.13) resulted from
experimental measurements. The frequency dependence is now determined by how this
appears in the term dB/d¢. Thus, for sinusoidal B, it comes up that the specific eddy current

losses are given by the expression:

Pv,eddy =P, +F, =K1(fB)2+K2(fB)% (2.14)

with K, K; constants. For other waveforms some corresponding expressions are valid. From
(2.12) and (2.13) it is also apparent that high values for the magnetic induction derivative for
large parts of the signal period will result in increased eddy current losses, a presumable
result, since for the same time intervals we will have high electric field intensities in the core

volume. The above results were initially extracted for the case when the core consists of soft
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magnetic material sheets, although they were later used to model losses in ferrite cores [44],
[53], [94], which are mainly used in power electronic devices.

For the separation of the three —-now— terms of losses, the method, proposed and detailed
in [44], is based on the assumptions that the hysteresis losses are proportional to the
frequency (i.e. that the hysteresis losses per cycle are constant) and that the exponents in P,
and P, dependence on frequency remain constant (e.g. 2 and 3/2 in (2.14)). Then, if the
losses are measured at a very low frequency to determine the hysteresis losses (the method is
not applied if there are minor loops) and the total losses are known (usually given by the
manufacturer of the ferrite up to a frequency limit), it is a simple computational task to
determine the proportionality coefficients for P, and P,, (e.g. K| and K; if we refer to (2.14))
and thus the separation of the three terms. However, based on what was explained previously
about the variation of the hysteresis loop shape with frequency, but also with the form of the
time function of the imposed excitation, we understand that the first assumption is already
uncertain, especially if the frequency increases beyond 1kHz. For this reason, appreciable
effort has been made [30], [52], [104] to correlate the results obtained for sinusoidal
excitation with those for non-sinusoidal excitation, such as square pulses, but still only in the
case of iron sheets.

Moreover, as the use of (2.12) and (2.13) to distinguish between the different loss
mechanisms is not possible when the hysteresis loop also has minor loops, some studies have
been carried out on the issue of their combination with any of the hysteresis models [69], [75]
with the prospect to overall model the core losses. The end result of such studies is often the
modeling of core losses based on various equivalent circuits, for only limited application
fields (e.g. [53], [64], [66]). These equivalent circuits can then be introduced into some circuit
simulation software so that, in addition to the distortion of the voltage and current waveforms
due to the non-linear relation between B and H, the losses are calculated.

In closing this chapter, we should mention an important finding, which results from the
study of literature on the issue of core losses in magnetic components. We see that the
physical mechanisms governing the occurrence of these losses change both with the
frequency and the amplitude of the excitation and also depend, both on the particular form of
the variation in time of some quantities (magnetic induction and magnetic intensity), as well
as from the existence of a constant term in them. In fact, the exact character of energy
interactions and the occurrence of losses, in terms of the above parameters, for a material of
given chemical composition, may vary depending on its magnetization history or on its

crystal structure. It is therefore impossible for the study of core losses to rely on the harmonic
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analysis of the applied excitation and to seek the effect of each harmonic component, as
independent from that of the other harmonics [104]. The only point of caution in non-
sinusoidal excitation conditions is, as mentioned above, whether the amplitude of the
fundamental magnetic induction harmonic or its total amplitude [63] will be used in the
various calculations for the core losses, with a constant concern to predict and avoid

saturation.
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CHAPTER 3

COPPER LOSSES IN MAGNETIC COMPONENETS

3.1. General view

The research community was asked to study the effect of losses in magnetic components
from the mid-19th century, with the discovery of alternating electric power. From that time
already, it had become clear that materials subject to alternating magnetic excitation exhibit
some sort of losses, causing their heating. The particular state established on an alternating
current flowed winding, with regard to ohmic losses, had not yet been realized, as the use of
alternating power was limited in the sector of the electricity generation, electric power
transmission on a small scale and electric actuation (electric machines and transformers). In
these applications the effects of changing magnetic flux within the volume of current carrying
conductors are not easily perceived, mainly due to the low frequency of operation. Modern
applications (e.g. radio signal transmission), led to the use of high frequency signals and to
the appearance of increased power densities in the various electrical and later (mainly post-
war) electronic devices. As a result, the relevant phenomena and the revelation of new
problems with theoretical and practical interest emerged (e.g. the effect of parasitic
capacitances).

The electromagnetic theory, completed by Maxwell as early as the beginning of the 20th
century [2], was a complete tool for describing the phenomena, but so difficult to use, that it
left no room for analytical solution of the problems. The difficulty to find a satisfactory

solution using Maxwell equations is mainly due to the following factors:

e FElectromagnetic quantities are time-varying, which makes it difficult to solve the
equations and it gets even worse when the time dependencies are unknown. This is
because, among other things, an effect of the phenomena under study is also the harmonic
distortion of the waveforms (voltage, current, magnetic flux) due to the non-linear
relation between magnetic intensity H and magnetic induction B. Moreover, regardless of

the variation in the waveforms resulting in cases of sinusoidal electromagnetic excitation,
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it is important to mention that sinusoidal excitation, which is also the easiest of all cases
in terms of study, is encountered in relatively limited number of applications.

e The spatial geometry of the practical problem is usually complex enough to make it
almost impossible even to set up equations or to formulate boundary conditions without

simplifications or omissions.

Hence, an effort was launched by the researchers to record the phenomena in the greatest
possible detail and then interpret them, in order to satisfy the need to complete the scientific
knowledge on this new field, but also the requirement of magnetic designers for simple and
easy-to-use rules, on the basis of which it could be possible to optimize the design of these
components.

The outbreak of World War II boosted the development of radio telecommunications, as
well as other sectors of electrical circuit design, in which the magnetic components largely
determine the cost, performance and reliability of the devices. The design of the magnetic
components was based on the trial and error method, until the final product satisfies the
predefined requirements. Thanks to this process, valuable experience was gathered by the
engineers — designers of that time. To better use and archive this knowledge, relevant
handbooks were written, containing a wealth of numerical data in the form of diagrams,
tables and empirical equations. These equations were easily extracted by the method of
finding coefficients and exponents, so that the resulting function coincides with the
experimental data (curve fitting). Based on these handbooks, there were also several step-by-
step simple methodologies, for the quick, easy and successful design of the appropriate
magnetic component. The “Radio Engineer’s Handbook” - 1943 [123] is one that covers
many more design sectors further than the magnetic components. Among other things, the
contribution of such handbooks to the subsequent theoretical analysis of phenomena was
important, since they offered ready experimental material for the establishment of new
descriptive models. At the same time, appeared several periodicals such as “Wireless
Engineer” or “Electrical Engineering” etc. that were intended to keep the international
scientific and technical community informed of the many important findings of that time.

The effects of losses in the winding and core of a magnetic component are interrelated,
since what happens in the one area directly affects the other. In most cases, however, with
some simple assumptions, which are not far from the reality of practical applications, we can
study the two effects independently. It therefore remains as the last issue to examine, whether

the assumptions made lead to incorrect results, with the obvious role of the experiment in the
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verification of any theoretical construction. During the experimental procedure, the
interrelation between core and winding often emerges as the major obstacle to the reliable
measurement acquisition. Thus, nowadays the finite element method is widely used to study
the phenomena that take place in the core and in the winding and for the extraction of data
not easy to be obtained with experimental methods (§4.3.).

It is worth mentioning at this point that before the discovery of suitable ferromagnetic
materials with reduced losses in high frequency applications, inductors and transformers were
usually wound on a substrate of dielectric material in the desired shape. Thus, the first studies
exclusively focused on the problem of the variation the ohmic resistance of the windings, as
well as the effect of parasitic capacitances, on the operating characteristics of magnetic
components under conditions of periodically varying electromagnetic excitation. The
calculation and the modeling of parasitic capacitances in the windings of magnetic
components is an issue that will generally not concern us in this dissertation, since it becomes
important at frequencies considerably higher than those encountered in usual power
electronic device applications.

In Ch. 4 of the dissertation there is an investigation of the reliability and boundaries of
application of the three considered as classic models for copper losses in magnetic
components (S. Butterworth - 1922 [5]—[7], P. Dowell - 1966 [12], J. Ferreira - 1994 [47]).
This investigation is preceded by a detailed description of the three models. In addition to
these models, however, which for various reasons have been widely accepted by magnetic
components designers, numerous attempts have been made to describe copper losses in
magnetic components. The exact objective and the way in which this effort is made each time
differs. Some directly apply the Dowell and Ferreira models to make optimal magnetic
components design, taking into account, for example, only the fundamental current
component, or the frequency is considered low enough for Dowell’s formula to be replaced
by the first terms of the corresponding Taylor series. In some others, improvements are made
to Dowell’s model to describe losses under conditions not included in the above model, e.g.
when the excitation is non-sinusoidal or when the various windings of a transformer carry
current in different parts of a period.

Except the works that, one way or another, are connected to any of the classic models
(usually that of Dowell) there are also great efforts to develop entirely new models, based
either on direct analytical solution of Maxwell’s equations, or on the method to approximate
with some equation results derived from analysis with finite element software. Moreover,

many works provide a qualitative description of critical quantities in specific problems (e.g.
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the edge effect and the fringing field effect), also mainly with the use of finite element
software.

Thus, on the subject of copper losses, there are a plenty of works, the most important of
which will be mentioned further below. As we will see, their degree of success is related,
both to the assumptions made when a problem is defined and to the methodology followed in
order to solve it. Similarly, the degree of acceptance of their results by the magnetic
component designers is mainly related to their accuracy, as well as to the ease of use, since

the resulting expressions are often too awkward to be practically applied.

3.2. Losses in round cross-section conductor windings

3.2.1. Analytical solutions

An approach more general than Dowell’s, which can be applied to various winding
geometries and different types of current waveforms, is proposed in [29]. Using different
magnetomotive force diagrams (MMF)', for the different parts of a period, the losses in the
case of transformers in which different windings do not conduct simultaneously can be
calculated. A typical example of such transformers is those used in Flyback converters, in
which in part of the period only the primary carries current, storing energy in the core gap,
while in the next part of the period it is only the secondary with current and the previously
stored energy is transferred to the inverter's load circuit. For cases where the operating
conditions and geometry of the problem are such as those assumed in Dowell’s model, the
expression for the Fy resistance factor of the proposed method reduces to that of Dowell (£
is the ratio of the effective resistance R,. of a winding for a given frequency of sinusoidal
current to the resistance R, in direct current, Fx=R,./R,.). The same method found in [29] is
also used in [36] for the extraction of an equivalent circuit for transformers.

In [41] the electromagnetic problem of a set of parallel conductors with infinite length,
extending along the z direction (perpendicular to the x—y plane), which are under the effect of

a homogeneous time-alternating magnetic field, is analyzed as a two-dimensional problem (at

! In the absence of magnetic materials, the magnetomotive force (MMF) is proportional to the amplitude of the
magnetic intensity.
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the x—y plane). In order to accurately express the interaction between conductors, the analysis
treats each conductor with its induced eddy currents as a magnetic dipole. The basic condition
for the method to be applicable is the knowledge of the precise position of all conductors. It
finds easy application and gives a satisfactorily accurate result in the case of a single layer of
current carrying conductors, which are uniformly positioned with equal distances between
adjacent conductors and for frequencies only moderately high, for which it is #/6<0.8 [143].

In [74] the increase in losses in Litz wire and simple stranded wire is being considered as
a result of the skin and proximity effects, as they take place on both strand scale and wire
scale. Nevertheless, only strand scale proximity effect is taken into account for the extraction
of the final results. The solution presented is recommended for the frequency band for which
it is r/0<1.

In [81] a detailed solution is presented, on the basis of the Bessel functions, for windings
with round cross-section Litz wire layers. The conductors inside a winding are placed in a
square layout. The solution proposed takes into account the local proximity field in a strand,
which is due to the currents of adjacent strands inside the wire and it is supposed that there is
no skin effect on strands. The proximity field due to the currents of the remaining conductors
of the winding is considered uniform at the y direction (the direction of the symmetry axis of
the magnetic component) and that its value varies linearly at the x direction (perpendicular to
v). From this assumption it comes clear (see also §.4.3. and §5.4.2.) that in this case, the
given solution cannot be applied for high frequencies.

In [143] the authors propose, for moderately high frequencies (7/0<0.8), a method based
on the superposition of three different suppositive fields, in order to better describe the two-
dimensional field within a round cross-section conductor that forms part of a layered
winding. These three fields are as follows: a) A circular one, due to the current of the
conductor under study itself, b) A field at direction y (with a value dependent on x),
describing the effect of distant conductors and c) A hyperbolic field, describing the effect of
the conductors in direct adjacency to the conductor under study. Each separate layer of the
geometry examined consists of equidistant turns, with equal radius of their round cross-
section. All the layers are geometrically separated from each other (as in all models that
consider layers) and each one extends along the direction y. In addition to these limitations,
all the geometric parameters that determine a layer may have different values in each layer.
More specifically, these parameters are the radius of the conductor and the filling factor # of
one layer (as defined in Dowell’s work, see §4.2.3.), as well as the precise location of a layer

in x—y directions. The ability to vary the position of a layer in the y direction in practice
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means that the conductors of a layer can show a relative dislocation with respect to the
conductors of the adjacent layers. In this way, the square layout of the conductors in the
winding, which is a typical concept in almost all the relevant models, here is a simple sub-
case. What is remarkable is that the required sums to calculate the hyperbolic terms make the

above method extremely difficult to implement.

3.2.2. Solutions with numerical methods

The evolution in computer technology enabled use of the finite elements method to
accurately determine the magnetic field and power density distributions in winding
geometries that were not easy to study with analytical methods. Models obtained from
analytical methods were re-examined and corrections were proposed that improve their
accuracy and make them applicable to a wider range of the parameters involved [70], [91],
[95], [143]. New expressions were also proposed for the effective parameters of a winding
(resistance, magnetic permeability) [83], [98], [99], [106], [109], [119].

A significant work is [83] in which the extraction of the results is based on the
assumption that the losses P,. due to the eddy currents in the winding (skin and proximity

effect) are proportional to the square of the time derivative of the magnetic induction:

dB 2
P (1)~ (E] (3.1
as well as on the assumption that the field extends only along the y direction of the symmetry
axis of the magnetic component. The main step in the method proposed in [83] is to do a
magnetostatic analysis with finite element software to find the field distribution in the
window area (leakage field) and in particular in the area occupied by copper. For more than
one winding the goal is to determine the way the field that each one creates penetrates both
itself and the other windings. Each winding is considered as a uniform current density area.
The results take the form of an eigenmatrix, descriptive of the assembly, which for two
windings is of 2x2 dimensions, while corresponding are its dimensions for more windings.
The great advantage of the above method is that it can give results even for magnetic
components whose various windings do not carry current simultaneously, as in [29].
Moreover, it gives results regardless of the position geometry of the windings within the

window area, while also the winding current functions may be non-sinusoidal, as long as they
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are known. Secondary phenomena, such as the increase in losses in the winding when it is
near the gap and penetrated by locally created magnetic flux (fringing field, see §3.4.1), may
also be taken into account. A great conclusion that results with the application of this method
is, among other things, that proper interleaving of the windings can significantly reduce the
losses, especially if they are more than two and/or carry current non-simultaneously.

The authors in [99] propose a model for a wide range of frequencies based on analysis
results from finite element software (FEA), but the functions involved and the frequency or
geometry dependent coefficients make it unattractive for anyone who wishes to make quick
calculations. Similar, in terms of the form of the results, is the situation in [109].

As a final example, in [98] and [119] FEA is also applied in order to distinguish between
low and high scale interactions between the conductors within a winding.

In closing this paragraph, it is worth noting that the complexity of the final expressions in
most of the previous works or the restrictions on the parameters involved (e.g. the frequency)
stand so far as sufficient reasons for the magnetic components designers to continue to

usually apply Dowell’s model for an easy and quick calculation of losses.

3.3. Losses in conductive foil windings and printed circuit board windings

3.3.1. General issues

When designing a magnetic component for an electronic power converter, one chooses
the most suitable of the available round cross-section wires, depending on the current value
and the operating frequency and always in relation to the available magnetic cores. Windings
with square or rectangular cross-section wire, with cross-section dimensions of Imm or less,
are not encountered in applications of high frequencies and low / moderate power levels (up
to approximately S00W), as the placement of such a wire would offer no advantage, while
instead it would lead to a low copper filling factor. This is because the small dimensions of its
cross-section would make it a tricky task to arrange the turns in a layer without rotation of the
wire. On the contrary, in grid frequency and high current applications, rectangular cross-
section conductors are used to achieve a high copper filling factor and reduce the leakage.

In power electronic applications, when the current or operating frequency increases, a
stranded conductor is usually used. However, when the value of the current becomes too high

the construction of a stranded wire with a large number of strands, but also its placement in
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the available window area, with the help of a coil former (bobbin), becomes extremely
problematic. In this case it is more practical to make a winding with copper foils.

Finally, in modern applications, in which the reduction in the size of magnetic
components is often the most basic requirement, it is now typical to use planar magnetic
components with printed circuit board (PCB) windings [34], [35], [65], [90], [92], [93],
[114], [ 118], [148], [150], [151], [153], [154]. We will therefore present below some works
dealing with the high-frequency copper losses in copper foil windings and PCB windings.

3.3.2. Copper foil windings that occupy the entire height of the window

For windings with copper foils that occupy the entire height of the magnetic component
window, the conditions of the one-dimensional analysis are met with very good accuracy and
the expressions of [9], [12] give an accurate result. Therefore, the relevant work found in the
literature focuses on the investigation of copper losses, based on the expressions given in [9],
[12], in variations of parameters, such as the exact thickness of the foils.

In [15] the analysis is based on Dowell’s model. It appears that, for a winding with copper
foils, the optimal thickness 4, of the n-th layer (reduced to J, where ¢ is the skin depth) in

order to minimize R,., when n>3, is:
A,=[n(n-D1,  n=3 (3.2)

whereas for the second and the first layer, for which the above equation does not apply, it
appears that in order to minimize the losses it must be A,=0.8 and A;>1.2. However, this
important result is difficult to be applied in practice with conductors of different dimensions
in each layer. Yet, with the same reasoning and assumptions, the optimal relative conductor

thickness for the total number of layers m is calculated as:

Aoptimum: 4\/5/\/E (33)

and if the number of layers m is quite high the total losses for this case are approximately
12% greater than the case with the layer-by-layer optimization [15]. For low m values the
difference is low. The same actually results are also obtained in [14], [65] and [71].

In the previous analysis the independent variable is the thickness of the conductor of each

layer, while in other similar studies the role of this parameter can be taken by some other one.
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However, this treatment of the problem is unilateral and appropriate only in applications with
poor requirements, in terms of overall efficiency, performance and cost, since the rough
determination of the other parameters of the assembly can lead to the opposite result. For
example, a rule valid for all kinds of windings and not only for foils is that a bad choice in the
interleaving scheme of the windings can lead to increased losses, regardless of the choice for
the thickness of the conductors. Therefore, what is important in the end for the magnetic
components designer is the optimization when it takes into account many parameters together

(see Appendix II).

3.3.3. Planar magnetic components with PCB windings

In recent years, the need to reduce the size of power supplies, especially in electronic
devices, such as computers, has become more pressing than ever. The passive components
(magnetic components — capacitors) make up a significant part of the total volume of such a
device and the basic technique to reduce their size is to increase the operating frequency.
With the frequency ranging from 700kHz to 10MHz, it is possible for the power density in
the magnetic components to be many times higher than what is encountered with the usual
switching frequencies in power converters (100 - 200kHz) [34], [35 ], [90]. The final result is
power supplies with a throughput power density which, for a power of a few tens or a few
hundreds of Watts, may be even greater than 6W/cm’, whilst in a linear power supply
corresponding typical values are lower than 0.12W/cm® [149]. Another ability also offered by
very high switching operating frequencies is the creation of low power supply devices (of the
order of 1W) in the form of integrated circuit [151].

However, in order to depress the profile of the power supplies, it is necessary to use
planar magnetic components, with a typical thickness of 1cm, in which the winding consists
of conductive tracks on the board on which can be located both the circuit powered and the
power supply itself [34], [35], [65], [90], [92], [93], [114], [118], [148], [153], [154]. In the
case of a transformer, for example, the primary and secondary (or secondaries) may be
printed on the two sides of the board or on the several layers it may contain. In Fig. 3.1 are
the photographs of two commercial power supplies [151] with an approximate thickness of
Icm, which is obviously determined by the thickness of the planar magnetics. With the usual
core types (e.g. E, Ul P, etc.) and use of round cross-section conductors or copper foils for
the windings, it is not possible to reduce the height of the magnetic component that much.

In the planar magnetics the ratio of their outer surface area to the throughput power takes

values considerably higher than those in the classical core geometries, thus allowing for more
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(2) (b)

Figure 3.1: Commercial proposals for low profile power supplies, which include planar
magnetics. (a): 30W, dc-dc, forward converter, 2.3x 4.9 x 0.9 cm (~3W/cm’) (b): 165W, dc-
dc, 3.7x5.8x1cm (~7.5W/cm’). In both cases the efficiency is 90% [151].

efficient cooling, even without forced convection. Moreover, the large planar outer surface of
planar cores enables the placement of external heat sinks if required. In most cases there is
the possibility of openings on the core for air convection in the slot where the printed winding
is placed. Thus, for the windings, cooling is much easier than in a common winding, given
the large surface they present in contact with the air. It is reminded that the heat transfer
coefficient from a thermal conductive surface (e.g. metallic) with air convection is
approximately equal to 15W/m?grad.

For a spiral winding on the board, one-dimensional analysis can give a quite accurate
result for high-frequency copper losses [148]. Thus, one easily finds that they can be
extremely low, always compared to the classical geometries of magnetic components, since
there is usually just one layer (it is noted that the losses are approximately proportional to the
square of the number of layers (eq. 3.11)). This makes planar geometry ideal for applications
where an inductor is required to have current with a significant high-frequency ripple; to
reduce the DC losses we can increase the thickness of the conductive tracks of the winding
with just a small extra cost in losses due to eddy currents [65].

For an even greater size reduction, in the case of inductors, integrated (coupled)
magnetics are used [92], [114], [153], [155]. The method of integrating magnetic
components, although particularly useful in cases of planar magnetics, is also applied to the
usual geometries of magnetic cores and lies in placing on the same core more than one
inductor, when the phase shift between their currents favors such a choice. Usually these are
two inductors with the alternating components of their currents showing a phase shift of 180°,

but they may be more. In such a case the magnetic flux in some part of the core may be
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minimized or even zeroed, resulting in a significant reduction in core losses or even in the
possibility to cut out part of the core, which would otherwise have zero magnetic flux. It is
also shown [114] that by integrating the magnetic components, it is easier to use topologies
and converter control methods that lead to a reduction in losses in the switching components,
such as turn on — turn off of the components under zero voltage or zero current (ZVS or
ZCS). Furthermore, it is mentioned that for operating frequencies of the power supplies
higher than 1MHz and for power levels lower than 100W, the researchers are looking for the
possible advantages of planar magnetic components without core [93].

With the size of the power supply sufficiently small, it can be placed in close proximity to
the powered circuit (e.g. logic circuits, remote sensors, etc.), resulting in a drastic reduction
of power lines and the ohmic losses in them. In typical localized power supplies, the
semiconductor switches are operated at frequencies up to 10MHz for a power of less than
10W [90]. For example, in [150] a product is launched for 8.2W power, with an operating
frequency of 4MHz and a transfer power density of 2.3W/cm’. For power supplies with
resonant or semi-resonant converters and for a power higher than a few tens of watts,
operating frequencies in commercial applications usually range between 700kHz and 2MHz,
while devices that operate at higher frequencies are still in a research stage. Of course, planar
magnetics are not only used in applications with frequencies of the order of MHz. A planar
transformer for a power of 200W and an operating frequency 200kHz, for example, can have
a thickness typically equal to 0.7cm and large dimensions of the order of a few cm [148].

However, the planar magnetics also have some disadvantages. Converters operating at
frequencies above 1MHz, typically use Forward or Flyback semi-resonant topologies, thus
requiring a gap in the magnetic components, whether it is an inductor or an isolation
transformer [34]. Moreover, in magnetic components, regardless of the necessity or not for
energy storage, a small gap is often inserted in order to ensure that the magnetic permeability
of the core and therefore the inductance of the component, are not affected by the
temperature. However, unlike the usual core types, in which the gap field affects a small part
of the winding where it locally increases the losses (§3.4.1), in the planar magnetics the
phenomenon may be largely extent. In order to reduce this problem, in the design of the core,
it is necessary to have a slot for the windings quite deep (relative to the thickness of the
board) in order to allow the windings to be placed away from the gap. However, this design is
accompanied by a low copper filling factor of the slot and a low coupling coefficient between

the windings [34], [92]. There are, of course, other design solutions to reduce the problems
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caused by the existence of a gap, each one of which has its own pros and cons. The choice of
the optimal solution each time is dictated by the requirements of each application.

With regard to the core losses, it is reminded that, at frequencies above 1MHz,
phenomena such as the resonance of the magnetic domain walls, but also resonances in the
volume of the core, become potentially constrain factors for the good operation of the
magnetic components and for the loss suppression under acceptable levels [35], (§2.4.). The
materials used to ensure good operating conditions at these frequencies usually have other
problems, such as low values for the magnetic permeability and saturation induction.

Additional problems in planar magnetics are the relatively high values for the leakage
inductance (as already mentioned) and parasitic capacitances [35], quantities which are
critical for the proper operation of resonant or semi-resonant topologies. As their elimination
is not practically possible, the problem is translated into a necessity for the precise
determination of their values and an effort to keep them as constant as possible, regardless of
the temperature, frequency or loading conditions of the device, so that they can be taken into
account in the resonant components L and C [105], [117], [120], [122], [148], [154]. Given
the design of the windings on a PCB, it is easy to maintain constant values for these
quantities throughout the production line.

Finally, the normally high frequency of operation, the existence of a gap and the
proximity of the power supply device to the logic circuits in the applications where planar
magnetics are used make more necessary some electromagnetic shielding in order to avoid

the diffusion of electromagnetic noise.

3.4. Special issues related to magnetic component copper losses

Except the efforts to describe the high frequency effects in normal winding geometries,
some special issues, such as the fringing field effect in the area near the gap and the edge
effect, as well as the exact geometric arrangement of the conductors in a winding with round
cross-section conductors have attracted the interest of the researchers. This is due to the
potentially high variation in the losses that may cause the phenomena that occur in these

cascs.
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3.4.1. The gap fringing field effect

It has been previously mentioned that the inductors in power electronic applications, but
also the transformers used in Flyback type converters, usually have a gap in their core. An
example of exception is the magnetic components in toroidal cores, made of materials with
generally lower magnetic permeability compared to ferrites. For a magnetic component that
has a core with an effective magnetic path length /,requal to a few tens of cm, the typical gap
length /, is usually less than 1mm, but can be up to a few (4-5) mm, depending on the
requirements of the given application. The existence of a gap in the core serves the storage of
energy in the magnetic component in the form of magnetic field. Another purpose served by
the insertion of the gap is to stabilize the effective magnetic permeability u.5 of the core and
hence the inductance of the magnetic component. Without gap, the quantity that is of

practical interest is u, = AB/ y,AH (see §7.3.2), which is of the same order as u; (§1.2.5),

although these two quantities are not equal to each other. However, y; and u, are sensitive to
temperature variations, while in particular u,, which is the critical quantity, also depends on
the frequency and amplitude of excitation. By inserting a gap, the effective magnetic
permeability of the core becomes, in short, independent of the exact magnetic properties of

the material (as long as it is x;>>uo) and it is [131] (also see §7.3.2.):

Hefr = leﬁ/ lg (3.4)

where of course, if the material does not enter saturation, it will be x, =t The problem that
arises with the insertion of a gap, however, is that the strong gap field is not limited to the
gap space, but extends to the areas close to it, where there may be conductors of the winding.
In such a case they develop locally, in the areas where the gap field intersects the winding,
strong eddy currents, resulting in local increase in temperature, but also in the overall
increase in the effective resistance of the winding.

Regarding this phenomenon, it appears from the study of the literature that a thorough
investigation has been done. Qualitative results [24], [51], [59], [71] and analytical
expressions [89], [97], [102], [143] clearly delimit the area of fringing field effect and clarify
the conditions under which a local overheating (hot spot) of the winding is possible. The
general conclusions resulting from the above works can be summarized in the following
points:

- The fringing field effect is more important in conductive foil windings.
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- The area outside the gap in which the field is located extends to a distance from it

approximately equal to its length.

- Regarding a winding with round cross-section conductors, in practice only two turns

close to the gap are affected.
In the end, the effect of this phenomenon on the total winding resistance proves to be of
minor importance and a possible hot spot is highlighted as the most serious potential problem
it may cause.

The proposed solutions (e.g. winding combining the use of Litz wire and a common solid
wire of round cross-section [143] or winding of conductive foils in a shape resembling the
form of the field [51]) are not always realistic or easy to implement. Thus, in the end, the
well known general rules of the distribution of the gap in all three core legs (instead of just
the middle one, as it is when we try to avoid electromagnetic interferences) and the
placement of the winding at a sufficient distance from the gap are designated as the most
useful design advice in practice. Another suggestion to completely avoid this effect is the use

of magnetic materials with a distributed gap [90].

3.4.2. The edge effect

In a winding of conductive foils, for the magnetic flux through the conductors to extend
only in the direction y of the magnetic component symmetry axis and the current density to
vary only at x direction, perpendicular to y, they (the conductors) must occupy the entire
width of the window. In other words, the width of the conductive foil must be equal to that of
the window (as “width” we take the long dimension of the cross section of the foil, which is
parallel to the y axis). In this case the effective resistance is accurately calculated from the
expressions given in [9] and [12]. However, if the conductors are not tangent to the core
yokes, but their edges are away from it, the magnetic flux around the edges has components,
both in y and x direction and entering to the conductors intersects their surfaces at an angle
(Ch.4). This results in the distortion of the one-dimensional character of the field and the
current density in the conductors, so the one-dimensional models [9], [12] do not apply. The
same applies to a winding with conductors of round cross-section, with the difference that in
this case there are other additional reasons that lead to a two-dimensional form of the field
with increasing frequency, encountered at the entire winding and not only at its edges (Ch.4).

The literature sporadically provides some results on the edge effect, which often lead to

conflicting conclusions:
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In [9], [24], [37], [124] it is reported that an increase in losses in conductive foil windings
is caused when there is a component of the field perpendicular to its surface.

In [50] and [72] the approach attempted is identical: the edge effect in windings of
conductive foils, at high frequencies for which it is #/0>3 (4 is the thickness of the foil), is
treated with electrostatic assumptions for the calculation of current density and reports a high
increase in losses, a result that is also supported in [71]. In the same works, some exponential
series (in terms of frequency) is used for low frequencies, while for the intermediate
frequency range an asymptotic solution is proposed.

In [46] FEA is applied for the study of the configuration where the primary and secondary
both consist of a conductive foil. It is concluded that there is an optimal distance between the
two windings and that the losses are minimized when both are of the same width and are
placed symmetrically within the window, with equal distances from both the top and bottom
yoke.

Probably the most extensive works on the subject are found in [70], [87], [91], [107], at
which FEA is also applied. In [70], [107] the edge effect in a single conductive foil layer is
studied. Based on the results, it is reported that there is an increase in losses at low
frequencies, while at high frequencies it is stated that a decrease occurs, which depends on
the distance between the primary and the secondary under study. In [91] the general
conclusion that the edge effect in conductive foil winding leads to an increase in losses at low
frequencies and a decrease at high frequencies, is supported on the basis of numerical data
from FEA derived for some specific values of the parameters m, h/0 and 7., where m is the
number of layers, 4 the thickness of the foil and 7, is the percentage of the width of the
window that it occupies. In the same work, a first attempt is also made to describe the edge
effect in windings with round cross-section conductors. The numerical results for Fy of a
particular winding with m=3 are presented and some general conclusions are drawn
regarding the observed total decrease of losses and the possibility of a hot spot, due to the
increase of losses in a turn. In [87] the edge effect in a conductive foil single layer winding is
studied with FEA and the method of least squares is applied to find a modified form of
Dowell expression, which gives the resistance factor F in this case. The application of this
expression cannot be done directly; the intermediate steps of calculating some parameters
must precede and based on these results, the values of some factors must be taken from a
table. In this work it is reported as a typical case the increase of losses in the whole frequency
range, up to the value 4/0=10, opposite to the results of the same authors presented in [70],

[91].
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All the above analyses contribute significantly to the understanding of the edge effect in
windings with conductive foil or with round cross-section wire. However, it is clear that what
is missing from the literature is a detailed and aggregated presentation, giving clear
indications of the scale of the edge effect on the copper losses of magnetic components,

something which is one of the subjects of Ch. 4 of this dissertation.

3.4.3. Winding conductors of round cross-section arranged in hexagonal configuration
An additional issue related to copper losses is that of the exact arrangement of the
conductors (turns) in a round cross-section wire winding. In all the works mentioned so far a
“standard” geometry is considered: the conductors are placed in a square configuration (i.e.
the centers of the cross-section of adjacent conductors are located at the vertices of an
imaginary square) or sometimes, when the interior of a Litz wire is studied, in hexagonal
configuration. The exception to this rule is the model presented in [143], in which, as
mentioned (§3.2.1), the conductor configuration maintains the general design of the separated
layers, but any configuration in a form between the square and the hexagonal is possible. In
[74], [83], in which the losses at moderately high frequencies are studied (see also §3.2.1.),
the exact configuration of the conductors is not critical. Finally, in [111] it is explained that
layered windings with hexagonal configuration of the conductors show increased losses
compared to windings with a square configuration, given that the total copper factor in the
winding (or “copper filling factor”) remains constant. However, as we will see in Ch. 4, in
practical applications in which the hexagonal configuration leads to a tightly wound coil with
an increased copper factor, the losses may be considerably lower than those encountered at

the classic square configuration.

3.5. Copper losses for non-sinusoidal currents

The studies presented so far were developed for sinusoidal current waveforms and in
addition to the various geometric parameters, such as the shape and cross-section area of the
conductors, special attention was also paid to the variation with frequency in the effective
resistance. Fourier analysis is a way to extend the application of previous results to the case
of non-sinusoidal waveforms. However, other methods have been proposed to bypass Fourier

analysis, each of which has advantages and disadvantages. This section includes a brief
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presentation of some important studies, which attempt to solve the problem of the copper loss
calculation for non-sinusoidal waveforms.

The case of sinusoidal currents in magnetic components has various applications, but not
that much in the field of power electronic converters. In modern power converters the
magnetic components mainly carry pulsed currents, saw tooth or partially sinusoidal and
partially linear as in semi-resonant converters [139]. Therefore, one must be able to calculate
the ohmic losses under these conditions in order to make the best design choices.

In chapters Ch.1 and Ch.2 we saw the mechanisms that govern the appearance of losses in
the core of a magnetic component and it was concluded that it is impossible to look for the
effect of each harmonic component of the magnetic excitation on these losses as independent
of the other harmonics.

On the contrary, in the calculation of copper losses for non-sinusoidal current waveforms,
the typically used method is the Fourier analysis of them, the calculation of the effective
resistance for each harmonic frequency and then the sum of the individual terms of the copper
losses corresponding to the various harmonics. This method can be justified from a physical
point of view in any case. The ohmic losses in the conductors are due to the loss of energy in
the form of heat during the impact of conduction electrons with the lattice points of the
crystal structure of the conductors or, more generally, with the elementary particles of the
material (atoms), since we may also have amorphous materials [145], [146]. The physical
laws, which govern the phenomena that occur during these collisions, are characterized by
times of the order of the electron relaxation times (approximately 10™* sec at room
temperatures, up to 10” sec at temperatures close to absolute zero). Thus, for the current
harmonic frequencies that do not exceed a few GHz, the application of the method is
absolutely correct, let alone for the frequencies of interest in power electronic applications
(up to a few MHz). It should be noted at this point that Ohm’s law is not valid for significant
electric field variations that take place at times lower than the relaxation times of electrons
[146]. In books of applied electromagnetism, such as [129], [138], one can find the conditions
required to ensure that the superposition principle is a proper theoretical approach in the case
of propagation of an electromagnetic interference in a medium, even when it shows losses.

If we decompose the waveform i(¢) of the current to its constituent sinusoidal waveforms

according to Fourier analysis (Appendix IV), it maybe written in the form:
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i(6) =1, + D 1™ cos(not +¢,) (3.5)

n=1

where I, is the constant term of the current, while the amplitude /)" of the n-th term is a

function of n and w, with w the radian frequency of the first harmonic and is generally
decreasing with respect to n (although not necessarily monotonically decreasing). For
example, in the common case where i(¢) consists of rectangular frequency pulses /=1/T, with

a minimum value of 0 (for a time interval 7-7;) and a maximum value of 7, (for a time

interval 7)) and therefore with a duty cycle D =T, /T, I, will be given by the equation:

21, nol,

™ = sin( ) (3.6)

The power P¢, of the ohmic losses, in any case, will be:

PCu = Rdcljc + ZlirmsRn (37)

n=1

where [ =™ / V2 is the rms value of the n-th Fourier term of the current and R, the

resistance at frequency w,=nw. Finally, the total effective resistance of the winding R.; will

be given by the equation:

Rejf' = PCu/]rzms (38)

where:

1, = ,/1; + I (3.9)
n=1

As a first example of application of the above analysis, the losses in windings of copper
foils that carry pulsed currents are studied in [24]. The parameters considered are as follows:

- The total number of layers m of the winding.
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- The duty cycle D of the current pulse series.

- The times ¢, (rise time) and # (fall time) of the rise and fall of the current pulse (there is
no overshoot), which are taken equal and appear as percentages of the total current
period. It is obvious that as these times decrease, the harmonic content of the pulse
series increases.

- The ratio //0 of the thickness / of the conductor to the skin depth ¢ at the fundamental
frequency.

It turns out that there is an optimal thickness /,,, for which the losses become minimum. For
example, if it is 0.1<D<0.8 and #,=#=0.5%, h,, 1s given by the equation [24]:
My :3.075% , m>1 (3.10)

What matters is that, in a similar way, one may examine the optimization of the winding’s
design, for various waveforms of current, involving each time in his study the parameters of
interest and ending up in equations such as (3.10).

In the same work, an analysis is carried out in regard to when it is advantageous, in terms
of losses, to use a round cross-section wire or a symmetrical stranded conductor (Litz). It is
concluded that for a diameter of the solid wire up to 24, the use of Litz wire instead of the
solid wire leads to a reduction in losses and is preferable. For higher frequencies, however,
the possibility arising for the development of eddy currents in the entire volume of the Litz
wire, together with the relative increase in the dc resistance of the Litz wire to be used,
eventually increase the losses to a value greater than the resulting for a solid wire of round
cross-section. A corresponding analysis is found in [74], as well as in [5] for a simple
stranded conductor.

We will close this review on the issue of losses in windings that carry non-sinusoidal
currents, with reference to work [79], in which the authors, based on Dowell’s expression,
bypass the Fourier analysis and proceed to direct approximate calculation of the effective
resistance R.; for a given waveform of current. The only required parameters, except the

frequency f, are the rms values of the current /,,,; and of its first derivative with respect to
time/,, .

For frequencies with the radius 7 of the round cross-section conductor or the thickness 4

of the conductive foil not much higher than the skin depth J (up to approximately 1.59),
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Dowell's expression for the resistance factor Fy in a winding of m of layers (see §4.2.3) can

be approximated as follows [79]:

G
FREI+?Z4 (3.11)
where:
5m’ -1

G=

15 (3.12)
Z=h/o, conductive foils (3.13a)
Z=(r/ 5)\/;7 , round cross-section conductors (3.13b)

As we have seen, a random periodic current waveform may be decomposed to its Fourier

terms. Given that it is 6~ 1/ \/7 (see eq. 1.3), the resistance factor F}, for the frequency of the

n-th harmonic, will be given by (3.11) if Z is replaced with \/;Zl , Where Z; is Z for =0,

with J; the skin depth at the fundamental frequency. From (3.11) it follows that:
F R

y =1+§n225‘ (3.14)

While from (3.5), (3.7) and (3.8) follows:

o0
2 2
]dc + ZFRH ]n,rms
n=1

2
1 rms

Reff
R

(3.15)

11

dc

If in this equation F}, is replaced from (3.14), with a few simple operations, it follows that:

R, G [I1.T
R—’fff;1+—zf[ m} (3.16)
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Equation (3.16) helps to easily determine the effective resistance for a random waveform of

current, since finding the /., and [ " is a relatively simple task. It is a satisfactory

approximation when the thickness of the conductor is close to the value 0, of the skin depth at
the fundamental frequency and the harmonic content of the waveform of the current is not
particularly high.

A great conclusion that one can come up with starting with (3.16) is that if the thickness
of the conductive foil is chosen such that the winding shows the minimum effective
resistance, for any current waveform with a low harmonic content (and in any case for a

sinusoidal one), it will be:

Reff foil ~ 4
R T3 conductive foils (3.1a)

quf round ~ 3
e =5 round cross-section conductors (3.17b)
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CHAPTER 4

INVESTIGATION OF COPPER LOSSES IN LAYRED COILS

4.1. Introduction

Copper losses in magnetic coils depend on several geometrical parameters, as well as on
frequency, in a way that makes their analytical modeling a quite difficult task. In this chapter
a software tool is used, which implements finite-element-analysis (FEA) to solve
electromagnetic problems in order to investigate a series of issues critical to the accurate
determination of copper losses in layered coils. Some of the issues investigated are the
impact of the edge effect and the winding pitch on the overall copper losses. The effective
resistance of windings with a hexagonal conductor arrangement is also investigated and the
accuracy of the results as well as the validity range of the classic models for copper losses in
windings with round solid wire are specified. The results of this work help us to fully
understand the real impact of the two-dimensional effects in layered windings of real rather
than ideal magnetic components. They constitute a tool for the accurate calculation of losses,
which is necessary for an optimized magnetic component design in power electronic

applications.

The most extensive works on the issue of losses in copper coils, which stood as reference
points for the theoretical approach of it, where those of S. Butterworth (1922) [5]-[7], E.
Bennet kot S. Larson (1940) [9], P. Dowell (1966) [12] and J. Ferreira (1994) [47], as also
enhanced by M. Bartoli et al. [49], [58]. Each of these was broadly used in the design of
transformers and inductors for the frequency range at which the capacitive currents of the
coils can be neglected [14], [20], [24], [68], [79], [100], [108], [114], [123], [124],
[128], [143]. For the establishment of the former analyses, several assumptions and
approximations are introduced, which invalidate their predictions over numerous practical
applications. These assumptions have to do with the geometry of the coil and the
corresponding form of the magnetic flux in the window of a magnetic component, part of

which crosses through the conductor located there' (about the leakage flux in a transformer
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window see Appendix III). More specifically, the assumption of a leakage flux through the
conductors parallel to the symmetry axis of the magnetic component (one-dimensional field
analysis) often does not apply. The actual flux through the conductors has such a form that,
until now, seems very difficult to be successfully treated by any analytical method in a
complete way.

Several authors have criticized the forementioned models (mainly Dowell’s) and have
attempted to give expressions for a more accurate description of experimental or simulation
results [29], [36], [48], [41], [70], [74], [81], [83], [87], [91], [96], [99], [106], [143]. These
works contribute much to the better understanding of high-frequency copper losses.
However, when they do not remain within the limitations of the initial models by taking some
extra two-dimensional effects into consideration, they often focus only on part of the possible
winding configurations or lead to quite complicated expressions. Moreover, the attempts so
far of investigating layered windings seem to partially supplement the basic theoretical
analysis of Dowell. Most of the times, their results are in the form of complicated formulas
and coefficient tables. Besides that, they do not offer clear indications of when Dowell’s
formula is valid without modifications, or what the application limits of the new, each time,
proposed expression are, for the establishment of which, cases with poor or no practical value
are often analyzed. As examples may stand the cases of [109], in which the purpose of the
whole work is based on the unsubstantiated argument that in practical applications values for
the filling factor n (§4.2.3) lower than 0.66 are typical and [91], [95] in which, in order to
support the conclusions presented, the case n = 0.3 is analyzed.

After Dowell’s work, what happens so far is that round wire coil copper loss calculations
are carried out using his expression (the one most often used), with many magnetic
component designers not being aware of the possible error introduced, since literature offers
only some scattered information about Dowell’s model inaccuracy for coils not compactly
wound [36], [48], [70], [74], [91], [96], [109], [143]. Ferreira’s formula is often described as
inaccurate [83], [100], without detailed reference to the magnitude of deviation from reality

or from the corresponding one of Dowell, an issue thoroughly investigated in this chapter.

'in the case of transformers, this flux is described in the international literature as “leakage flux”. However,
as the investigation of copper losses involves both, transformers and coils, this term is commonly used in
literature, in general, to describe the flow in the window of a magnetic component, without distinguishing
between transformers and inductors. This same convention is also followed in this dissertation.
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The air-gap fringing field effect (§3.4.1) seems to have sufficiently been studied in
literature [24], [51], [59], [71], [89], [97], [102], [143]. Considering the edge effect (§3.4.2)
[9], [24], [37], [46], [50], [70], [71], [72], [87], [91], [107], [124] there is a generally
approved impression that it increases the losses which, as will be presented, is only partially
true.

Under this scope, FEA software is the key to investigate and quantify the effect of the
mechanism of copper losses at those frequencies that are high enough that, depending on the
dimensions of the conductors, eddy currents are developed within the conductors. This
chapter first summarizes the basic models for the calculation of copper losses. Then, with the
use of FEA software, a detailed investigation of the distribution of current density and
magnetic flux in round conductor layered, square conductor layered, as well as foil windings
is carried out. As a result of this extensive work, some qualitative, easily comprehensive
conclusions help to fully understand the extent of impact of 2-D effects on the losses

encountered in layered windings.

4.2. Basics models for the copper losses in magnetic components

4.2.1. General considerations

The most commonly considered as classical works on the issue of copper losses in
magnetic components are those of Butterworth [5]—[7], Dowell [12] and Ferreira [47]. Their
object is the calculation of the effective resistance R,. of solenoid coils with round conductors
when a sinusoidal current of a given frequency f flows through them. Such a winding is
divided into segments, each of which extends between a point of zero and another of
maximum magnetomotive force (MMF) and which, in Dowell's work, are referred to as
“winding portions” (Appendix III). To calculate the total increase in resistance of a winding
of a magnetic component someone should identify the various portions of the winding and
calculate, based on the number of layers and the value of the filling factor # (§4.2.3), the R,
for each of them and finally, in the case of parts connected in series, to sum up these
resistances. An inductor winding is such a portion, while in a transformer there are at least
two or more, depending on the way selected for the interleaving of the primary and secondary

winding/windings (Appendix III).
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At this point, attention should be paid as, in the case of a transformer, in order to be able
to separate the windings into portions, it is assumed that the primary and secondary ampere-
turns are fully compensated and therefore the magnetic flux in the core is zero. This
approximation is valid when the secondary windings are short-circuited, while the magnetic
permeability of the core must be very large, ideally infinite. However, the deviation from the
above approximation when a transformer is loaded is generally small and decreases as the
magnetizing current decreases. It is also noted that in the loaded operation mode of an
ungapped transformer, in which the primary and secondary ampere-turns are nearly equal
(they are never exactly equal), only 7% (typically) of the instantaneous magnetic energy of
the magnetic component is in the core, while the rest corresponds to the leakage field [92].

From the final expressions obtained someone can calculate the resistance factor
Fr=R,./R4., where R, 1s the resistance at direct current of constant value. The basic
assumption in any case is that the coil is formed by successive layers with a large number of
turns, equal for all the layers and with the same distance d, between adjacent turns. For the
calculation of F% in these models, the values of four parameters are necessary: the frequency
£, the radius of the round conductor 7, the number of layers m and the filling factor 7, as
defined in Dowell’s work [12]. In the following we will see some more details on these three

models.

4.2.2. S. Butterworth’s work (1922)

Butterworth's work [5]-[7] is worth mentioning for three main reasons:

a) It was a pioneer work on the detailed study of copper losses in windings with HF
current flow. Preceded works [referenced in [5]-[7]) were mainly experimental,
without achieving a satisfactory theoretical background in the study of copper losses.

b) His work, as it was, or with improvements or modifications [10], has been a guide to
the copper losses calculation in the design of magnetic components [123] for about
forty years, until the presentation of Dowell’s work in 1966.

c) Subsequent works that were included by the researchers in a broader family of
analytical solutions based on the Bessel functions, such as Ferreira’s one, have
actually led to the same result.

Butterworth’s work, compactly presented in [123], is mainly an attempt to describe with

an analytical solution the available by that time experimental data on the effective resistance
of solenoid coils with round conductors, in the absence of magnetic core. He derived

formulas for the R, calculation of single layer (regardless of winding density), as well as
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multilayer coils with widely spaced turns in their layers. Some years later, R. Mudhurst [10]
focused on single layer coils and after a series of measurements he proposed some
corrections.

Among the issues discussed in this chapter is also the comparative presentation of
Butterworth’s work with that of Dowell and Ferreira, which aim at the calculation of R,. of
coils with magnetic core. For this we will consider its results for the case at which the
assumed conditions ensure that the radial component of magnetic field has minimum effect
on the ohmic losses. Hence, we will consider his results only for the case when //D>10,
where [ is the length of the air cored solenoid and D is its diameter. According to [S]—[7] this
condition approximates what is called in literature an infinitely long solenoid, with MMF
being equal to zero right outside the solenoid and with //D ratio values higher than 10 not
leading to any prominent changes on R,. (compared to the case //D=10). In the following, s is
the center-to-center distance between adjacent turns of one layer (or otherwise, as it is called,
winding pitch) and d is the diameter of the round conductor (d=2r). For a single layer
solenoid, regardless of the value of d/s and for //D>10, Butterworth ended to the following

expression:

F,=al(r/5,d/s)-H(r/5)+ K, -y(r/5,d]s)-(d]s) - G(r/5) 4.1)

For sparse windings (d/s<0.6) of one or multiple layers and always for //D>10, the

corresponding expression is

Fy=H(r/8)+ K, -[p(m)-m-(d/s)] - G(r/5) (4.2)

where H and G were indicated respectively as the skin effect and proximity effect terms and
K, K, are constants. In [5]—[7] one can find the analytical expressions of all the quantities
appearing in (4.1) and (4.2). Note that in the two previous expressions, for the sake of
uniformity with the following, the dependence on frequency is expressed by the ratio »/0

instead of the quantity z used by Butterworth, which is directly proportional to #/o
(z=2 NGY 3 r/d). Moreover, it must be noticed that Dowell’s n parameter (see eq. 4.6) is
proportional to the ratio d/s used by Butterworth. The reason that Butterworth did not derive a
formula for the F of compactly wound coils (with d/s>0.6) is that the basic assumption in his

calculations was that the proximity field within the copper has direction parallel to the
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symmetry axis of the solenoid. As we will see in the following, this assumption is only true
for windings sufficiently sparse, and thus, in the general case, the influence of adjacent
conductors on the flux form within a conductor is not properly taken into account, so the

result for the ohmic losses is greater than real.

4.2.3. P. Dowell’s work (1966)

Dowell’s analysis [12] on the HF copper losses offers a compact formula for the
calculation of F% for coils with round conductors, of a single or multiple layers. The coil must
be wound on a high-permeable magnetic core and extend across the whole window width.
This condition ensures (only partially, as we will see in §4.3.3) that the magnetic flux inside
the copper has a direction parallel to the y axis of the magnetic component and that there is no
edge effect, i.e. there is no field component in the x axis direction, which is perpendicular to
v, at the ends of the coil, close to the core yokes. The several windings of it, regarding the
case of a transformer, are wound successively, one over the other, along the x-axis.
Furthermore, given that the field extends only in the y axis and its value depends only on x,
application of Ampere’s law for Dowell’s model results in that the space between layers is a
constant MMF area. For the facilitation of his calculations, instead of round conductors, he
considered the existence of equivalent conductors with square cross section of the same area.
The real part of his final expression gives the F, of a winding portion which extends between

a zero and a maximum MMF point (Appendix III), as:

. . 2 . .
p - Ru _ gy sith2Z +sin27 2(m* 1) sinhZ —sinZ 43
R, cosh2Z —cos2Z 3 coshZ +cosZ

where:

z=(/oNm @

The length 4 of the cross-sectional dimension of the hypothetical square cross-section
conductors assumed by Dowell results from the requirement that the cross-sectional area of
the hypothetical conductor should be equal to that of the real conductor of round cross-

section and radius 7;
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mr=h=h=rr (4.5)

It is self-meant that despite the hypothetical - computational change in the shape of the cross-
section of the conductors, their positions (the positions of the centers of their cross section)
remain the same so that the overall winding profile remains unaltered. It is clear that as we
sweep the cross section of a layer with square conductors along the y direction, we encounter
copper only at a fraction of the path. This percentage Dowell called it layer filling factor #.
With a simple geometric view, it turns out that when the winding pitch of a layer with

circular cross-section conductors is s, then the following expression applies:

N

n (4.6)

If someone ignores the existence of the insulating coating, which in any case covers a
conductive wire of round cross-section in magnetic components and assuming that the
adjacent turns in one layer are in contact with each other, it will be s = 27 and the maximum

possible value for # is #,,,=0.886.

It comes up from (4.4), (4.5) and (4.6), that for foil windings (#=1) eq. (4.3) can be
applied by substituting Z=h/0, with & in this case the foil thickness. It has to be mentioned
that Dowell’s result for the sub-case #=1 coincides with the formula given in [9], which was
a work exclusively on foil windings. Dowell’s originality was just that he assumed the same
flux and current density forms as in foils (i.e. y oriented flux, current density dependent only
on x) when the conductive layer is only partially filled with copper, i.e., when it consists of
square cross-section conductors

Finally, it is to be noted that the imaginary part of Dowell’s final expression gives the
inductance coefficient of the current carrying winding [12], which in the classic equivalent
circuit of a transformer coincides with a percentage of the leakage inductance L,,.

The relevant results show the drop of inductance with frequency, which is due to the
reduction of leakage flux within the copper. This phenomenon is of great importance in
applications where the value of L, of a transformer is a critical parameter, e.g. in the case of
resonant converters in which transformer and inductor parasitic components are used as
resonators [105], [117], [122], [148], [154]. However, although the reduction of the magnetic

field energy in the copper volume can be very significant, as a whole the induction of leakage
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L, decreases only by a small percentage [12], [24]. The reason for this lies in the fact that,
even in a tight winding with circular cross-section conductors, the copper filling factor is of
the order of 40-50% [124], while most of the leakage flux in the window area is usually out
of the copper, in the space between different windings (high MMF areas) or between the
layers of the same winding. Further than the above reference, the phenomenon of the
inductance drop with frequency will not concern us in this dissertation.

In works as [14], [20], [24], [68], [79], [100], [108], [114], [124], [128] Dowell’s formula
is applied for the optimization of magnetic components design. The fact that this 1-D analysis
is not accurate at high frequencies or for low values of the layer filing factor # (considering
round wire windings) is often discussed, but the authors make just some general reference on
this issue. In [91], [96], [109], referring to [48], the authors report that Dowell’s formula is
considered accurate for a winding pitch equal to 1.5 wire diameter, interpreting in [91], [109]
this condition as #>0.66, whereas the correct expression should be #>0.59. In [36] the 1-D
analysis is approved for #>0.50. In [91], [74] it is reported that for low frequencies the one-
dimensional analysis can generally be considered accurate, while the same argument is stated
in [70] and moreover it is mentioned that the error of the one-dimensional analysis can be up
to +50% when #<0.44. Also, in [91] the error of Dowell’s 1-D analysis is reported for some
specific values of the m, r/0 and 5 parameters. It is evident that, although Dowell’s formula is
widely approved, its application limits and error magnitude are not explicitly specified. One
goal, among others, of the work presented in this chapter of the dissertation is to provide clear
indications of the validity of Dowell’s 1-D analysis, as well as of Butterworth’s 2-D model

and Ferreira’s one, which is briefly presented in the next paragraph.

4.2.4. J. Ferreira’s work (1994)

In the next few decades after its presentation, Dowell's work has been nearly exclusively
used to calculate the ohmic losses of magnetic components. From the experimental results,
however, it became apparent that, for low values of the filling factor # or for high
frequencies, it gave values for the F; generally larger than the real ones.

Nearly thirty years later, Ferreira presented a copper loss calculation model that bypasses
the approximation of square cross-section conductors and considers the actual round cross-
section conductors [47]. The basic assumptions are the same as those of Dowell (identical
layers placed consecutively across the x-axis, many turns per layer, magnetic core, winding
between zero and maximum MMF. The critical assumption for this model is that the flux

within a conductor due to the adjacent current carrying conductors is parallel to the symmetry
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axis y, whereas any component in the x direction is only a result of the current density of the
conductor itself. He applied the principle of superposition based on the orthogonality
(independence) of the two effects, skin and proximity, arguing that he first observed this
condition (orthogonality), while it is already mentioned above that this separation had been
applied by Butterworth seventy years earlier. His final expression for Fx did not contain as a
parameter the distance between adjacent conductors of one layer and it was found that its
result has an extremely high error [49], [58]. In order to improve its accuracy, the authors in

[49], [58] introduced Dowell’s filling factor # in the initial formula:

|:Kvkin - 27”72(4(%_1) + lermx:| (47)

F, =

SN

where:

g =Y (4.8)

and:

- _ ber(q)bei'(q) - bei(g)ber' () . _ ber,(q)ber (¢) + bei, (¢)bei'(q)
[ber'(q)] +[bei'(9)[ [ber()[ +[bei(g)[

(4.9)

with g, and 7, the skin and proximity effect terms, respectively. The expressions
describing the skin effect, as well as the series expansions of the Bessel functions appearing

in (4.9), are found in Appendix L.

4.3. Solving electromagnetic problems with finite-element-analysis software
4.3.1. Introduction

In the next paragraphs of this chapter, as well as in the next chapter, we export a series of

conclusions about the copper losses in magnetic components. These conclusions are based on
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simulations, made with an electromagnetic problems software solver, which applies the finite
element method.

This section first summarizes the general philosophy adopted in the scientific community
on the subject of computer simulations. Then follows a brief description of the design
methodology followed by the user, as well as the general operating principles of the
algorithms applied by the software used to calculate the required electromagnetic quantities
(Vector Fields Opera-2D). More details on specific issues, further than the brief description

given below, can be found in the software instruction manual [141].

4.3.2. General issues about simulation of physical systems on a computer

In various fields of modern scientific research, some systems are simulated by computers.
These systems either have a large number of expressions that describe them or exhibit
complex or chaotic behavior (e.g. study of mechanical strength of materials and
constructions, study of the Earth's atmosphere or systems of celestial bodies and particles on
an atomic scale).

From the study of the literature on the subject of this dissertation, it becomes apparent
that computer simulation has become more and more important over the years. The software
most commonly used is circuit simulation software (prediction of voltages and currents in
electrical circuits) and finite-element-analysis software to solve electromagnetic problems
(prediction of electromagnetic quantities in space) and problems of thermodynamics (heat
diffusion study) or fluid mechanics (e.g., study of flux in refrigerant liquid circuits).
Researchers resort to the computer simulation method when it is difficult to obtain reliable
measurements, when they want to predict several quantities prior to the construction of an
object (device or component) or when knowledge of results is required for a wide range of
different operating conditions, that are in practice not easy to vary in a controlled manner.

Unfortunately, in many cases, simulation escapes the strict framework of necessity and
ends up being a shelter for those who do not want to be involved in the time-consuming
procedure of experimental confirmation. There would be nothing to blame about this tactic if
it was assured that the simulation could 100% substitute the experiment in any case. But this
cannot be true, since the conditions that apply to a simulated system are impossible to be
transferred with perfect fidelity to any software environment. The construction of a
simulation model is done only through a series of approximations, both by the user of the
software and then by the software itself. These approximations inevitably make the results of

the simulation to differ from the real ones. Several quantities are considered constant without
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being so, simplifications and rejections of “negligible” terms are made, in order to regress the
size of the problem several symmetries are considered, often true in practice only
approximately, while for the modeling of specific parts of the problem, ready-made model
blocks from software libraries are used, without always matching reality. In many cases,
researchers accept, for the sake of time saving and convenience, any error in the results of the
simulations (especially if the limits within which it varies are approximately known). In
many other cases, however, rough simulations are made with poor modeling of the physical
systems, perhaps even with a low correlation level to the object of study, in order to invest
some scientific work with the mantle of confirmation, which is occasionally called by its
initiators as ... “experimental”.

The final conclusion is that computer simulation is a very useful tool and indispensable
for the advancement of science, but in no way substitutes the experiment and any conclusion
resulting from simulation processes must be under question until confirmed by reliable
experimental measurements. For the experimental measurements the critical parameter to be
known is the margin of error of their results.

At this point, it is necessary to comment on the use of finite-element software for the
extraction of the conclusions presented later in this chapter, as well as for the establishment
of the new model presented in Ch. 5. Through the analysis presented in these two chapters of
the dissertation it comes clear that the use of finite-element software for this study was a
necessity and that without this great computing tool the export of the corresponding results
would be impossible. An assumed methodology for obtaining experimental results
corresponding to the numerical data on which the conclusions of these chapters are based
would require much time to devise and even more time to implement, certainly much more
than what can be spent on a doctoral research. Even more complicated and time-consuming
would be the effort to an analytical solution of the problems discussed later in this chapter,
and, as explained in Ch. 5, the problem of a random arrangement of the conductors
investigated there, simply and logically, cannot have an analytical solution.

A properly structured model, with a satisfactory mesh of finite elements, gives very
accurate results for the simulated problem. The question is whether the user of the software,
(as well as any other prospective reader of the results) fully understands what is it exactly
being simulated, if the boundary conditions selected are the right ones, what is the impact of
the several approximations made and finally, whether the model built on the software
environment corresponds, even approximately, to the actual physical problem. In order to

have a clear answer to all of the above questions, an effort was made in the presentation, as
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this is performed in Ch. 4 and Ch. 5, so that all the parameters related to the models
simulated are listed, together with clarifying comments on the relevant cases of magnetic

components in practical applications.

4.3.3. Simulation of magnetic components in two dimensions with the Vector Fields -
Opera 2D software
4.3.3.1. Locating areas with different physical properties

The magnetic components are devices which in many cases can be represented by two-
dimensional models. In order to reflect reality —at least approximately— such a representation
should be subject to any of the following two conditions:

(a) The magnetic component has a cylindrical symmetry. There is no magnetic field
component in the azimuth direction (the direction of ey in a cylindrical coordinate
system with unit vectors e,, e;, ep) and its distribution is the same for any cross
section of the component that includes the axis of symmetry.

(b) The magnetic component has a big length in direction z (its x, y dimensions are
much smaller than its z dimension) and its cross-section perpendicular to that
direction is fixed independent of the z-position. In such a case it is a satisfactory
approximation to assume that the distribution of the field on the cross-section of the
component does not change at the various positions along the z direction and that the
field has no component in this direction (x-y symmetry). The three-dimensional
phenomena that may occur at the edges of the component are not taken into account
and are considered negligible when the simulation model is correlated to the
physical problem, since they affect only a small part of the component.

If the “x-y symmetry” is selected by the user the problem is solved with the vector
potential 4 as the unknown quantity. If the “axial symmetry” is selected, the unknown
quantity in the differential equations system being solved is the modified vector potential
rnA, where r,, is the radial coordinate in the cylindrical coordinate system.

For the magnetic components simulated in the context of this dissertation and in which
the various electromagnetic quantities in the volume of their current carrying conductors are
studied, x-y symmetry has been assumed, although the cylindrical symmetry is closer to the
actual geometry of the problem. This assumption does not significantly affect the end result,
provided that in the actual component the thickness of a conductor (in x dimension) is much
smaller than the average radius of the component (less than 5% [9]). This condition generally

applies in practice and the numerical result of the simulation practically does not differ
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between the two cases of symmetry. The x-y symmetry was selected so that the results of this
analysis are directly comparable to those found in literature, as in the vast majority of works
on the issue of copper losses in magnetic component windings the same approximation is
found.

After designing the different areas of the model, the software user determines the physical
properties of each area. In general, an area of the model belongs to one of the following three
categories:

(a) Areas with non-zero conductivity ¢ and magnetic permeability ¢ different from that
of the vacuum, e.g. ferromagnetic materials and materials in which eddy currents
develop.

(b) Magnetic field generating areas, i.e. current carrying conductors. The excitation of
these conductors can be achieved either by a voltage source, thus the value for the
resulting current is determined as a result of the solution, taking into account the
interaction with the other parts of the model, or by a current source. The details of
the voltage or current sources are defined by the user.

(c) Areas not occupied by materials but by vacuum or air (6=0, u=uy).

For the purposes of the study done in this dissertation, the relative permeability of the
core of the magnetic components was decided to be constant (linear magnetic material) and
equal to ,,=2000. It is noted that the results of test simulations showed that higher or even
lower values (up to x,=150) do not lead to remarkable changes on the leakage flux path or on
the effective resistance of the windings. This argument complies with the results presented in
[71]. Hence, no further investigation (e.g. for x,<150) was made in this dissertation.

The software can solve various types of problems, such as static electricity or magnetism
problems, rotating machines, charged particle beams, transient states etc. For the study of
magnetic components in the present work, harmonic analysis of steady state is made, in
which the excitation applied, as well as all the electromagnetic values, are sinusoidal time
functions. Unlike other cases of problems, such as the problems of transient phenomena, if
the sinusoidal steady state is analyzed, it is not necessary to apply initial conditions, (values
of several quantities for /=0). In all the simulations, the excitation comes from a voltage
source applied to a primary winding (copper foil), which is otherwise of no interest in the
study, except to the extent that it is always taken care to be at a sufficient distance from the
short circuited secondary winding under study, so that its presence does not affect the

electromagnetic quantities in the area of interest.
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Moreover, given that magnetic field analysis is performed, insulating materials, such as
the conductors coating (e.g. in enameled wires) or the bobbin for the fitting of the winding in
the core window, are not separate areas in the models, but instead they are simulated as air
areas. Note that two-dimensional magnetic analysis does not account for conduction or
displacement currents on the x-y plane, and therefore capacitive currents between the

conductors are not considered.

4.3.3.2. The expressions being solved
In the case of harmonic low frequency magnetic analysis (there is no loss of energy to the
vacuum space in the form of electromagnetic radiation) the software solves the Helmholtz

vector equation with unknown quantity the magnetic vector potential A4:

vx(leA]:JﬁJv—aa—A (4.10)
y7, ‘ ot

In the previous expression the current density has been analyzed in three terms: J are the
imposed currents (current source excitation), J, are the currents flowing on external circuits
(excitation from voltage sources and currents flowing in windings which form closed circuits

and are connected to some load) and J(@A/ 8t) are the induced currents (e.g. eddy currents)

flowing either in closed circuits of the previous category or in conductive objects that do not
form an external circuit. In two dimensions (problem with x-y symmetry) only the z

components of the above three terms are present and (4.10) is simplified as follows:

—V-lVAZ:JSZJrJVZ—Ga;Z (4.11)
t

U

In the problems discussed in the dissertation, as mentioned above, the excitation comes from
a voltage source and therefore Ji=0. The secondary winding under study is in any case
shorted, i.e. it is connected to an external circuit with resistance equal to the minimum
acceptable by the software (1uQ), since zero resistance is not acceptable. Having selected the
length of the models in the z dimension to be 1000mm and in conjunction with the cross-
sectional dimensions of the conductors in the x-y plane, it comes that 1pQ is a negligible

resistance compared to that of the winding conductors. From the solution of the problem, the
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distribution of 4.(x, y) at the x-y plane of the z vector potential component is found and then

the x and y components of the magnetic induction are given by the relations:

B =—= and B =——23 (4.12)

4.3.3.3. Boundary conditions

Applying boundary conditions when solving electromagnetic problems limits the physical
problem and ensures the reliability of the results. In particular, in a finite-element-analysis
software simulation model, the boundary conditions can be applied for four reasons:

(a) To offer a way of reducing the size of the finite element model in cases where the
total problem shows some symmetry.
(b) To approximate the magnetic field over long distances from the problem area
(remote field boundaries).
(c) In some cases of electromagnetic problems they are used to represent the excitation
sources.
(d) To ensure the uniqueness of the solution.
In the context of this work, the application of boundary conditions serves the purposes (a)
and (d).

To ensure the uniqueness of the resulting solution, a node of the finite mesh or a surface
of an area (side) of the model is required to have a predetermined value for the potential,
which is the unknown quantity in the differential equations. For magnetic analysis in two
dimensions which is of our interest here, the above condition is equivalent to a fixed value
for the vector potential on at least one side of one of the areas. In the software environment,
the boundary conditions are expressed by imposing either a zero vertical component (B,=0)
or a zero parallel component (B,~0) of the field on the side of an area. So, the aforementioned
condition is satisfied if a zero vertical component is imposed on one side of an area of the
model. If there is no such side in the areas of the object being simulated (i.e. satisfying the
condition B,=0) the condition can be applied to a side of the model’s external limits. These
external limits must be far enough from the object to be simulated so that the solution in the
area of the study object won’t be affected by any boundary condition applied to them. A
satisfactory distance is usually equal to five to ten times the largest dimension of the object

being simulated.
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« Y

Figure 4.1: A typical form of transformer model simulated. By exploiting the symmetries about the
x and y axes and by applying the appropriate boundary conditions, only a quarter of the total
geometry is finally simulated. This particular illustration of flux lines corresponds to 7/0 = 1.

The application of boundary conditions to take into account some symmetries and to
reduce the size of the model can be demonstrated through an example. Figure 4.1 shows the
cross-section of a transformer with a primary winding consisting of a thin conductive foil and
a secondary consisting of three layers of round cross-section conductors with twenty-four
turns each. As can be seen from the printed magnetic field flux lines, this problem has mirror
symmetry at both the y and the x axes.

The currents flowing in the symmetrical to the y-axis areas are opposite and the field on
the y-axis is tangent with it (B,=0). Correspondingly, the currents in areas symmetrical to the
x-axis are on the same direction and the field everywhere on the x-axis is perpendicular to it
(B=0). Hence, by applying the two above-mentioned boundary conditions to x and y axes
and by setting them both as outer boundaries of the model, we can finally simulate only a

quarter of the total problem (e.g. that enclosed in the first quadrant of the figure).
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In the geometries simulated for the study presented in the following paragraphs of Ch. 4,
both symmetries have been taken into account and thus each model includes one-quarter of
the total geometry. In Ch. 5 however, where the windings under study have a random
conductor arrangement, there is no symmetry about the x-axis. Hence, only the symmetry
about the y-axis (which of course only applies approximately) is taken into account, and

therefore half of the total geometry is simulated (see Fig. 5.1).

4.3.3.4. Finite element mesh and accuracy of the solution

The Finite Element method to solve a problem that extends in two dimensions lies in
dividing the plane into a finite set of triangular elements (finite elements) and in the
subsequent solution of the problem for each node of the mesh, which results from the lines
that define these elements (finite mesh). Each area of the model is bounded by sides, which
can be either straight or curved lines. The user is asked to define a number of subdivisions of
each side, which are either evenly distributed over the entire side length or, with a
convergence factor, they get gradually shorter as the given side is swept in one direction.
When creating the mesh, these subdivisions correspond to element sides and the possibility of
densifying the elements towards one end of a side allows a denser mesh in areas of interest
for which high accuracy is required. The Delaunay method is used to create the finite mesh,
while the Galerkin method of weighted residuals [141] is applied for the solution of (4.11) at
each node of the mesh.

When solving the problem, it is approximated that the vector potential values vary
linearly from one node to another and therefore the field calculated by the curl of the vector
potential (eq. 4.12) will be constant within each element. To improve accuracy, the user can
select to change the above condition and vary the vector potential between successive nodes
as the interpolation of the values valid at the nodes with the application of a second-order
polynomial.

The solution of the problem includes the values of the vector potential at each node and
the values for the current density in each element of the mesh. The illustration and extraction
of the results can be done graphically and/or in lookup tables, for specific points or areas of
the plane or along lines defined by the user or presented as graphs with color scale zones or
curves of equal values for a given quantity. For example, curves of equal vector potential
correspond to magnetic flux lines (as in Fig. 4.1).

The Finite Element method gives values for the derivatives of the vector potential (i.e. for

the magnetic field) that are discontinuous from one element to the other. Hence, the software
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calculates an average value of the corresponding values in the elements surrounding a node
and this value is applied to the given node. This procedure does not, of course, refer to nodes
located on area boundaries, where discontinuities in the magnetic field value are eventually
encountered. The comparison between the magnetic field values in an element before and
after the calculation of the mean value at the three nodes that define it determines the local
error of the solution for the given element. This error is a quantity that can be mapped, just
like the other quantities (e.g. the magnetic field and the current density), so that the user can
detect large error areas directly with a simple visual check. In order to have an overall picture
of the error in the entire simulated model, it is possible to calculate its RMS value for all the
model elements (the square root of the average of the squares of the errors of all the
elements). A second option is the calculation of the weighted average error, in which the
weighting factor is the area of the elements, i.e. small area elements contribute less compared
to large area elements.

It is clear that by reducing the size of the elements in a part of the model, the accuracy of
the solution is locally increased. So, it is possible, if this option is selected by the user, for the
software to locate the areas of increased error, i.e. the areas where intense field variations are
observed and through a repetitive process to automatically redesign the mesh with smaller
elements. This process stops when a predefined number of iterations is completed or when
the number of model elements reaches the maximum permissible according to the program
license, or when the total RMS error of the solution drops below a user-specified value. In the
first two cases the execution of the program is stopped. In the models simulated for the
dissertation's requirements, the typical number of elements ranged from 70.000 to 100.000
(with the software license available, the maximum allowed number of items was 400.000).

It should be noted that automatic refinement of the mesh in areas of increased error does
not always ensure the convergence of the solution; it is possible to have an error rise, instead
of the expected drop, with the reduction of the elements size in large error areas. A divergent
solution can arise, for example, when some areas of the model have edges. In such a case,
convergence can be achieved if during the design a tiny blunt of the edge is inserted by
adding a very small (compared to the model dimensions) side (straight line or arc) there
where otherwise would be a corner. Such design tricks actually have a negligible effect on
the final accuracy of the results, and after their implementation they usually go unnoticed.

The aforementioned error values are the upper error limits of the actual error and an
inadequate division of the plane into large elements not only will lead to false results for the

electromagnetic quantities, but will also lead to a vague picture of the actual error values.
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One last remark is that for linear magnetic materials the local error in an element is mainly
related to its size and the size of its adjacent elements and less to the size of the elements (and
the error value) in other areas of the model. If the model includes non-linear magnetic
materials (this is not the case in the present study), the correlation of the local error with the
total error, and thus with the size of the elements in any part of the model, is certainly more
important, but it is hard to be exactly estimated.

A point of special attention is the fact that, even for a satisfactory prima facie overall
accuracy of the model, as preselected by the user of the software, the automatic refinement of
the mesh in areas with high error may not be sufficient in critical areas of the model. In the
study carried out in the present work such areas of increased interest are the conductors of the
magnetic components. The automatic refinement of the mesh implemented by the software
does not ensure that the elements of the finite mesh in the conductors have dimensions
smaller than the skin depth at the test frequency. For finite elements with dimensions
comparable to the skin depth (or greater), the final results regarding the form of the magnetic
field, the current density distribution and the power consumption may be grossly misleading.
Therefore, the initially selected options of the software user (the number of subdivisions on
the sides of the several areas) must ensure that the area corresponding to the conductors is
divided into finite elements sufficiently small, even for the highest frequency for which the
simulation is run. Figure 4.2 shows a detail of one of the models simulated for magnetic
components with a winding consisting of circular cross-section conductors (that of Fig. 4.1),
in which the finite element mesh appears. At the maximum frequency for which the operation
of the magnetic component was simulated, the relation =56 applies, where 7 is the radius of
the cross-section of the conductor and ¢ the skin depth at that frequency. It comes obvious
from the figure that even at this frequency the skin depth remains approximately three times
the typical dimensions of the finite elements within the conductor. It is obvious that any
modification of the model in the direction of increasing the accuracy of the solution, either by
increasing the mesh elements or by altering the character of the interpolation of values from
node to node (polynomial second order rather than linear) significantly increases both the

simulation time and the size of the result file.
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7

Figure 4.2: Detail of the model of Fig. 4.1 in which the finite element mesh appears. When
designing the model, it has been selected for 76 elements to be placed on the circumference
of each conductor.

Finally, it should be noted that with regard to the computer used, the practical
requirements for reducing the runtime of the simulations are a high speed clock for the
processor, large RAM and the ability to increase the virtual memory of the system. In any
case, if the simulation time and the size of the result file remain within reasonable limits, for
a carefully designed model, the total RMS error of the solution is around 1%. This value is
also the standard value for the total RMS error of the solution in the models simulated.
Therefore, the whole analysis in the dissertation based on simulations made with the finite

element software describes results that are subject to an uncertainty of this order.

4.4. Validity range of the classic theoretical models

4.4.1. General considerations
While accurate experimental measurements are the most reliable way to contrast between
theoretical models and practical applications, computer-aided simulation is the appropriate

way to validate a model created by analytical methods. Two critical factors in this process are
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the accuracy of the method that the software utilizes to solve a problem and the feasibility of
reproducing in its environment the conditions under which a model is established.
Considering FEA, the first factor is out of question, since Maxwell’s equations are solved,
regardless of the automated method that the software uses to solve the differential equations
system or to create the finite-element mesh. As for the second factor, reproduction of the
model conditions and selection of the proper boundary conditions is mainly a matter of the
software user skills rather than the facilities or limitations of the software itself.

In the following paragraphs, with the help of the FEA software, a detailed investigation of
the current density and magnetic flux distributions, as well as the value of the resistance
factor Fy is made in windings formed by conductor layers. At first, the case of square cross
section conductors is investigated to check the accuracy of Dowell’s model, which was
developed describing exactly this geometry. Dowell’s model, however, is used to calculate
Fr in windings consisting of circular cross-section conductors as well. So next, the above
mentioned quantities are investigated for circular cross-section windings and the results of
the three models (Butterworth - Dowell - Ferreira) are compared with those of the
simulations, so that the precision of the models and the limits of their application come clear.
It should be noted that all the results - conclusions presented in this study refer to the case
when d=d;, with d, the distance between adjacent turns of one layer and d; the spacing
between successive layers, i.e. when the conductors are placed in a square layout. In §4.4.3

reference is made to the case when d;# d,.

4.4.2. Coils with square cross-section conductors and foils

As a first task, for the requirements of the analysis in this part of the dissertation,
numerous FEA simulations were carried out in order to check the validity of the models
about copper losses in layered windings under sinusoidal excitation. The first issue of study
was the leakage flux, current density and effective resistance of coils wound with square
cross-section conductors or conductive foils extending across the whole width of the core
window.

It is true that square cross-section conductors (as well as rectangular cross-section ones
[119]) in magnetic component coils are not actually met often in practice (they are used in
high-power-low-frequency applications for the achievement of high copper filling factor), but
study of this case was necessary to investigate the validity of Dowell’s result, since his

formula was extracted within the scope of such conductors. Moreover, as already mentioned,
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a foil winding may be considered as a sub-case of square conductors layer, at the limit where
n—1.

The maximum number of layers at the simulations was mm.x=3 and at the maximum
frequency it was (h/0)max=5, With & the edge of the square conductor or the thickness of the
foil. Windings with filling factor values from =1 to as low as 0.475 were studied. The
reasons why it was chosen to investigate the above ranges for these three parameters are
related to the values usually obtained by the respective parameters in practical applications
(with circular cross-section conductors) and are analyzed in the following paragraph. For the
facilitation of presentation, the error of Dowell’s 1-D analysis in respect to the simulation

results is expressed in terms of the quantity:

ID _ 2FEA
E, :FRF—FRxm% (4.13)

R

where F,” and F;™* are the results for the resistance factor F of one-dimensional analysis

and those of the computer-aided FEA, respectively.
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Figure 4.3: The error E; of the result of (4.3) (Dowell’s equation) relative to the FEA
results for square cross-section conductors (eq. 4.13), as a function of the filling factor #,
with //0 as a parameter, for the number of layers (a) m=1 (b) m=2 and (c) m=3. In case
(a) E; for h/6=0.5, 1 and 2 is equal to zero.

In Fig. 4.3 the error Es of Dowell’s prediction is plotted compared to the FEA result

versus filling factor # for the cases m=1, m=2 and m=3, having the ratio /4/J as a parameter.
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From the study of the total set of results for the aforementioned ranges of the parameters,

in general, the following conclusions are derived:

e For foil windings (7=1) occupying the full window width, F is calculated with
negligible error by Dowell’s model, regardless of the number of the layers or the
frequency. The leakage flux is parallel to y-axis of the magnetic component and the
current density distribution depends only on x-dimension, just as it was assumed in [12].

e For square cross-section conductors the 1-D solution generally overestimates the losses.
Further than this general finding, we may see that Eg decreases as # increases or/and 4/0,
m decrease. For any m and //0 values it is Es<5% if #>0.75. Moreover, for any m and 5

values it is Es<1% if h/o<1.

It is evident from the results of the previous simulations that the accuracy of Dowell’s
formula depends on the degree of fulfillment of the condition that only a y-component of the
leakage flux is present. The current distribution, which screens the bulk of copper from
magnetic flux, has of course the same form (depends only on x). With decreasing # and
increasing frequency 2-D effects take place, the effective cross section increases, and
Dowell’s model becomes inaccurate. This attribute is clearly demonstrated in Fig. 4.4, where
a two-layer winding with #=0.625 is shown, simulated at (a) #/0=1 and (b) 4/0=2. Due to the
relatively small filling factor value the magnetic flux and current density distribution show a
2-D form in the conductors even for h/0=1. At h/0=2 the deviation from Dowell’s 1-D
assumed forms is much more prominent.

Strictly talking, Dowell’s formula gives the losses in layers of square conductors
including the limiting case of foils. It was derived under simple electromagnetic
considerations and accurately describes the current density distribution and losses for those
filling factor # values at which the flux is exclusively y-directed. Under this scope, the
parameter # has a very clear physical sense when applying Ampere’s law on the whole length
of a long coil with many turns per layer, to calculate the value of the magnetic intensity H(x)
at a position x of the winding [12]. This calculation indicates that proximity effect over a
conductor is due to all the other conductors in the winding and a small change in the path of

integration at y-direction does not considerably alter the final result.
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K

|
K
(a)
Figure 4.4: Instantaneous current density and flux lines for square conductor
winding with two layers, which has been simulated for (a) #/6=1 and (b) A/6=2.
Red colored areas are with high current densities. The flux pattern in (b) indicates

the existence of areas with oppositely directed currents (color blue stands for
negative current).

Yet, despite the simple reasoning behind Dowell's work, in the publications [95], [96] the
author attempts to bring out two supposed physical inconsistencies of this model. He presents
as the first error of the model the supposed violation of Ampere’s law in Dowell’s
calculations leading to the final expression. To support his claim, the author shows how the
result changes by changing the integration path (in y-direction) to calculate the total ampere-
turns that determine the MMF value at some x position when this integration path (always in
the y direction) contains only a few turns (one-two). Obviously, in such a case, the result for
MMEF is different, but this case is not relevant to Dowell’s model, which has clearly been
formulated for the case of layers with many conductors and with integration on the whole
length of the layer [12]. In order to confirm the above reasoning, someone can refer to works
such as [5]-[7], [41], in which the skin effect in a layer with a finite - specific number of
conductors is treated, not under the scope of determining the total MMF at a point in space,
but considering each conductor as a discrete unit that interacts with each one of the other
conductors. For the calculation of F of each separate turn, the effects from all the other turns
are summed. There, it becomes clear how quickly the effect of the other turns of the layer is
damped down with the distance from the turn under study. In the case now that the winding is
in a magnetic core and the corresponding calculations involve the application of the image

theory, it is realized that, since the number of turns is not very small (for example, it is not
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just three or four), it does not matter what their exact number is but only their pitch (i.e.,
Dowell's layer filling factor #) and the number of layers.

In another attempt to doubt the theoretical basis of Dowell’s model, the author in [95],
[96] argues that the appearance of the quantity 5/ \/; in the final Fr expression, where the

corresponding equation for a copper foil (for example) has just the skin depth ¢ (eq. 4.3 and
4.4), constitutes a violation of the electromagnetic theory. This happens —as claimed—
because this way the skin depth, which is normally a feature of the physical properties of a
material (eq. 1.3), becomes a quantity dependent on the geometric parameters of the winding,

such as the filling factor. It is also noted in [95], [96] that, in various works in literature, the
quantity 5/ \/; is referred to as equivalent or effective skin depth, while we should recall that

in other works, for the expression of the same thing, some authors name the product 7f active
or equivalent frequency. However, in this case too, there is no relation between Dowell’s
model and any suppositive violations of the electromagnetic theory. The definition of skin
depth refers to the case of an electromagnetic wave incident on a solid, flat, infinite,
conductive surface. The depth at which the intensity of the radiation has the value of 1/e of
the corresponding undisturbed radiation (away from the conductive surface), but also the
resulting current density has the value 1/e of the corresponding on the surface, is defined as
skin depth. When the conductive area is not solid, e.g. a layer of conductors in a magnetic
component, the depth for which this reduction will occur is necessarily related to the degree
of filling of the surrounding space by conductive material (and thus by current density) and

has nothing to do with the definition of any physical quantity.

4.4.3. Coils with round wire

For coils with round conductors, a large number of simulations were carried out in order
to have a satisfactory sweep of the parameters involved, so as to cover all the cases referring
to practical applications. More specifically, the ranges of #/6, m and 5 had as follows:
0<r/0<5,1<m<3 and 0.443 <% <0.865. The layers simulated had a reasonably large number
of conductors, (of the order of 50). The study excluded the first few conductors in the vicinity
of the ferrite yoke since, no matter how small is the distance of the end conductors (of its first
conductors) from the ferrite, there is always an imperceptible edge effect, which slightly
changes their state. The primary winding (a single sheet extending across the whole window

width) was kept far from the short-circuited secondary under study, at a distance
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approximately equal to five times the radius of the secondary conductors (5r), despite that
simulations showed only negligible effect even for a distance equal to 2.

At this point some remarks are necessary about the selected range for the critical
parameters #, ¥/0 and m. As we have seen in Ch. 3, optimization reasons lead to power
electronic converter designs with magnetic components operating at a fundamental frequency
for which it is approximately Fz=1.5 for round conductor windings [14], [79], [124], [128]
and respectively Fr=1.33 for foil windings [79]. These Fy values correspond to frequencies
for which /6 (or h/0) is approximately equal to unity, or a bit lower than that. In most of the
cases the harmonic content of the current waveform gathers within the first few harmonics,
although at some power electronics applications harmonics of the order of the 15th may have
non-negligible magnitude. Under this point of view, study of the copper losses with
(7/0)max=5 1s more than sufficient. Moreover, for a magnetic component designed for a
switching frequency at which it is #/0=1, it is quite possible that current harmonics of order
higher than 25, if present, flow as capacitive currents in through the volume of the winding.
On the other hand, in layered windings with carefully wound wires, the distance d; between
adjacent turns is in no case much greater than twice the thickness of the wire’s insulation,
which is about 5%-15% of its radius. If we also account for some extra distance further than
the insulation and suppose a total distance (copper to copper) between adjacent turns of
d,=0.6r, it will be #>0.68. Hence, the selected ranges for # and /0 are satisfactory for
studying most of the practical application designs with layered windings. If the designer
consciously chooses not to pay attention on the winding method, there will be a non-layered
configuration. However, this case is not described by the aforementioned models and is
analyzed in Ch. 5 of this dissertation.

Finally, about the number of layers m, it should be noted that the study of windings
containing up to three layers is considered sufficient to determine how, as the various
parameters vary, adjacent turns of the same layer or different layers interact, so that the
magnetic flux and current density distributions take their given two-dimensional form.
However, regarding the exact values for the resistance factor Fx when m>3, no information is
obtained from the analysis performed for m <3, but it comes clear that there is a deviation
trend of Dowell’s one-dimensional analysis from the simulation results with an increase in m.
Thus, given the results of the one-dimensional analysis (for m <3), for m>3 an approximate
calculation of the actual F; can be made, although the most appropriate treatment would be

the simulation for the specific each time number of layers.
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In the following, the quantity £z will be used for the expression of the deviation of each
of the three basic models from the FEA results, which is exactly the same as Es in (4.13), that

1S:

model FEA
— u
- FEA
R

E, x100% (4.14)

where F;™*' and F;"* are the Fy results for the resistance factor of any of the three models

and the FEA respectively, in the case of the of the circular cross-section conductors.

In Figures 4.5 to 4.7 there are diagrams comparatively showing the results of the three
models and FEA for m=1, 2 and 3, for some of the values of the filling factor studied. The
dash-dotted curve refers to Butterworth’s formula (4.2).

Moreover, for a more detailed presentation of Dowell’s model accuracy, Fig. 4.8 shows
the error Ey of (4.3) relative to the FEA simulation results as a function of the filling factor #,
with the ratio 7/0 as a parameter. Notice that for m>1, at high frequencies (#/60>3), Dowell’s
model accuracy slightly improves with frequency in contrary to the general attribute and the
fact that, for large values of 5 the result it gives marginally underestimates the losses

(typically 5%).

The conclusions derived from this work can me summarized as follows:

(7) Butterworth’s formula for single layer infinitely long coils with any spacing (equation
4.1):
¢ In the whole # range studied, F} is calculated with nearly negligible error, even for sparse

windings with #=0.5.

(if) Butterworth’s formula for multilayer, infinitely long windings with widely spaced turns

in a layer (eq. 4.2):

e In the whole # range studied, F% is calculated with an approximate error of Ezx=+6% at
r/0=1, but gives a considerable overestimation at higher 7/0 values. This error reduces
considerably at the low #x range (#<0.6), but still remains unacceptable for the
calculations to be considered as even approximate (typically between 20% and 30%,

depending on the given /0 value).
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Figure 4.5: Comparative graph of the results of the three basic models for copper losses and
those of FEA software simulation, for round conductor coils, with m=1 for (a) #=0.554, (b)
7=0.739 and (c) #=0.865.
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Figure 4.6: Comparative graph of the results of the three basic models for copper losses
and those of FEA software simulation, for round conductor coils, with m=2 for (a)
n=0.663, (b) 7=0.739 and (c) #=0.844.
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Figure 4.7: Comparative graph of the results of the three basic models for copper losses and
those of FEA software simulation, for round conductor coils, with m=3 for (a) #=0.554, (b)
7=0.633 and (c) #=0.739.
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Figure 4.8: The error £ of (4.3) (Dowell’s equation) from the result of FEA for round
conductors, (eq. 4.14), versus filling factor #, with »/d as a parameter, for (a) m=1, (b)

m=2 and (¢) m

=3.
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(iii) Ferreira’s formula (eq. 4.7):
e Regardless of the specific # ko /0 values, for m>1 Ferreira’s formula and Butterworth’s

formula (4.2) give approximately the same results.

(iv) Dowell’s formula (eq. 4.3):

e For #>0.75 its result practically coincides with the simulation results, with £z remaining
in the approximate range of +5%. For lower » values Er takes positive values and
increases, as 7 decreases and/or m, r/o increase. However, for 7/6<1 this overestimation

generally remains lower than +5%.

It can be readily concluded that, even though all three models generally overestimate the
losses, Dowell’s formula is far more accurate, even when low filling factors are involved. It
is evident that using (4.2) and (4.7) (referred in literature as “Bessel solutions™) lead to a high
error, which is because of the assumption that any x-component of the flux within a
conductor is only due to the current in it and that proximity effect (which is any case is the
dominant effect) gives only a y-oriented flux [5], [47]. This assumption is untrue except when
very sparse windings or low frequencies are involved (see §5.4.2). This fact is clearly
demonstrated in Fig. 4.9, at which the magnetic flux lines are shown at the winding space
from where a conductor has been removed. While the absence of one conductor does not
considerably alter the general pattern of the current density distribution in the neighboring
ones (this is easily verified by simply viewing the result of the simulation), the magnetic flux
in the empty space is generally more than just y-oriented, although this attribute is less keen
for low fand # values. We can see that in Fig. 4.9(a) (y=0.633, r/6=1) the flux form is much
closer to Ferreira’s model assumption than in Fig. 4.9(b) (7=0.633, r/0=2).

It is necessary here to remind that, in all three analytical models discussed, MMF is
assumed constant between successive layers and thus Fr does not depend on the interlayer
distance d;, something also cited in [109]. However, from the simulations carried out, it
comes up that in fact d; affects the MMF diagram, the current distribution in the conductors
and eventually the Fi. From the case at which the layers are very close to each other
(d/=0.05r) up to that of very distant layers (d;>5r), Fr is reduced by about 10% at the most

prominent case of very low # values. At high # values the effect is negligible.
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(a) (b)

Figure 4.9: Flux lines in the space of a missing conductor in a winding with m=3,
7n=0.633 for (a) #/6=1 and (b) /0=2.

4.5. The edge effect in magnetic components

4.5.1. General considerations

The edge effect in windings of magnetic components in some cases has a negative impact
on copper losses, but in many others, as we will show in the following, it does not really
affect them or it even improves the overall performance of magnetic components, despite that
potentially it may cause some hot spot. Even so, authors so far do not pay much attention to
the real impact of edge effect, giving the general impression that it is something that has to be
eliminated by all means. Unfortunately all this information is scattered in literature (§3.4.2)
and most of the times the relevant research suffers lack of generality (as for example when
focusing on single layer foils) and lack of simplicity, considering the involved parameters
and the form of results (expressions and tables of coefficients). The purpose of this work is
not to repeat previously extracted results, but to give some important hints in the direction of
a better understanding of the edge effect.

For this, several simulations were carried out, for copper foil coils as well as for round
conductor coils, where the frequency and all the geometrical parameters were subject to
variation - investigation. More specifically, these parameters, as well as their ranges, have as

follows (also see Fig. 4.10): distance of the winding from the ferrite yoke dy(0.5<d/h<5 for
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foils and 0.5<d/r<15 for round conductors), interlayer distance d; (0.1 <d;/h<2 for foils and
0.05<d/r<0.8 for round conductors), number of layers m (1<m<4) and frequency f
(0<h/6<5 for foils and 0<7/0<5 for round conductors). Moreover, for round wire windings,
several 7 values were investigated (0.633<#<0.865).

The windings under study are symmetrically placed within the full width of the available
window, i.e., the distance d; from the ferrite yoke is the same on top and bottom of the
magnetic component (also see Fig. 4.11). Hence, here also applies the symmetry with respect
to the x-axis, as well as to the y-axis and only a quarter of the total geometry is simulated.
The selected maximum values for the quantities d/r (or d/h) and d)/r (or di/h) where imposed
by the fact that greater values are quite unlikely to be met in practice. Magnetic component
designers make an effort so that copper occupies as much as possible of the window width,
within the requirements for electrical insulation from the core, for ease of construction and to
protect conductors from a damage of their insulation films (e.g. with the use of a coil former).
On the other hand, a foil winding with interlayer insulation of twice the thickness of the foil,
further than the resultant low copper factor, shows extremely high leakage inductance
(Appendix III) and any thicker insulation is generally avoided. Typical interlayer insulation
films are much thinner than one conductor layer. However, this is not the case considering
the distance between different windings, e.g. the primary and secondary winding of a
transformer. Requirements for electrical isolation make it necessary in this case to place some
special insulating films, inevitably though in expense of increasing the leakage flux. It should
be noted, however, that in some cases, for reasons of electromagnetic shielding;, it is
necessary to place some conductive film between the primary and secondary winding in a

transformer [128], but the analysis carried out in the dissertation does not include this case.
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(a)

Figure 4.10: Definition of the geometrical quantities dj, d;, d, and h for the description
of high frequency effects. In (b) the array with ¢,=2 is colored orange.

Regarding the number of layers m, the same remark applies, i.e. the study for m <4 gives
the general picture of the edge effect impact variation with variations of this parameter. For
accurate results when m>4 one has to make simulations for that particular each time number
of layers.

The study of the several effects was made upon the whole of the winding, for each layer
separately, for separate groups of conductors or either specific conductors. The Fy result in
any of the above cases (with edge effect) is compared to that for no edge effect present

(without edge effect) and is expressed by the quantity:

F with EF F without EF

DF, =& R x100% (4.15)

F without EF
R

It is reminded at this point that, especially in the case of conductive foils, the quantity
F" ™ appearing in (4.15) is equal to the result of Dowell's one-dimensional analysis

(denoted as F," in (4.13)).
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Finally, before any detailed conclusions of this work are presented, two basic remarks
about the applied conditions in the FEA simulations for the study of the edge effect should be

made:

(a) In any case, the winding under study is short-circuited and the excitation primary foil,
which is geometrically in contact with the ferrite, is considered distant enough so as not to
affect the field geometry around the winding edges where the 2-D effects take place. After
several simulations, it is concluded that, for this condition to hold true, the distance d,
between the short circuited secondary and the excitation primary should be greater than the
distance d; between the winding and the ferrite yoke (Fig. 4.11). Special attention must be
paid to this condition, since the proximity of the winding under study with the excitation
primary considerably alters the flux form in the vicinity of the conductor edges and
eventually the encountered losses. This effect is even more prominent when the excitation
primary is also placed at a distance from the ferrite yoke [70], [107], [109]. Moreover, the
core on the side of the winding under study being opposite to the side where the excitation
primary is, is also distant enough, at a d distance (not marked in Fig. 4.10, see Fig. 4.11),
which is of the order of dtoo. This is to exclude the possibility of a flux distortion and the

correlative small change in losses, as that described in [107].
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Figure 4.11: Typical geometric arrangement for studying the edge effect with
FEA. The geometry is similar if the secondary winding (s) under study is
composed of circular cross-section conductors.

(b) The height W of a conductive sheet in y direction (Fig. 4.11) and its thickness 4 have
fixed values and their ratio has the fixed value W/h=90. The significance of the W/h ratio will

be demonstrated further below with the analysis of the results.

4.5.2. The edge effect in windings with copper foils

Indicative of the simulation results are the graphical examples given in the diagrams of
Figures 4.12 to 4.14. Figure 4.12 shows DFy plotted as a function of d/h, with h/6 as a
parameter, for m = 1, 2 and 4. In Figure 4.13, for m = 2, DFy, is plotted as a function of d//A,
with dy/h as a parameter when 4/0=0.5, 1 and 4, while in Fig. 4.14 is the corresponding
diagram for m = 4 and for 4/0=1, 3 and 5.
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Figure 4.12: Plot of DFy versus d/h, with h/6 as parameter, for copper foil windings
with (a) m=1, (b) m=2 and (c) m=4.
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Figure 4.13: Plot of DFy versus d/h, with d/h as parameter, for copper foil windings
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Thus, regarding the dependence of the resistance factor of a winding with m layers on

variations of the several parameters, the most important conclusions resulting from the

analysis of the total numerical results are summarized in the following:

Parameter d//h:

(a) Generally, for d/h<1 the edge effect can be ignored (|DF|<5%).

(b) For 1<d/h<S5, as d/h increases DFy increases towards negative values, (i.e. there is
a relative drop in active resistance), expect for low 4/0 values (h/6<0.8 when m>2),
where a slight increase of DFy is observed (Fig. 4.12).

Parameter dy/h: Up to the studied limit where the interlayer distance is twice the

thickness of the foil (d/h=2), this parameter shows little effect on the extent of 2-D

effects in the vicinity of the foil edges. Only a slight increase in the negative values of

DFy as dj/h increases is observed and respectively a slight reduction in the positive

values of DFy, at relatively low frequencies (Fig. 4.13 and Fig. 4.14).

Parameter /4/0: As mentioned above, at low frequencies (4/0<0.8 when m>2) DF}y takes

positive values, up to +5%. For frequencies higher than this, up to 4/0=2, the edge effect

becomes gradually more important (with negative values of DFjy), and for higher
frequencies (4/0>2) no extra impact is observed or even there is a small reduction in
absolute DF values.

Number of layers m: For increasing m the absolute values of DF show a slight increase

as well. However, the most important notice is that with decreasing m the frequency

range for which the edge effect leads to moderately increased losses (positive DF}) is
extended to a somewhat higher limit (Fig. 4.12). For m=2 this attribute is present up to

the approximate limit of #/6=1.2, and for m=1 the respective frequency limit is 4#/6=2.

It is also necessary to mention that the study of each single layer separately shows that the

several layers do not contribute similarly to DFk. Moreover, as expected, the general trend in

the change of effective resistance is imposed mainly by the layers placed at regions of high

MMF values, since these layers contribute relatively more to the increase of resistance at

high frequencies (Appendix III).

The previous discussion gives a general view of the most important aspects of the edge

effect in foil windings. The main conclusion is that in most of the practical applications the

edge effect not only does not increase the losses, but also improves the overall performance
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of the coil at the harmonic frequencies, if #/6= 1 is selected for the fundamental frequency.
However, for frequencies with #/6=1 and h/6<1, where normally the greatest portion of
throughput power is to be transferred, a moderate increase in losses occurs.

At this point it is necessary to clear out that when the ratio W/h increases, the edge effect
becomes less important to the total effective resistance of the winding. This is because 2-D
effects take place in a generally small depth y. (see Fig. 4.15) from the edges of the foils (in
y-direction). This depth is typically equal to a few times the copper skin depth at a given
frequency. For as long as W/h is not very small (W/h>50), the result of a change in this ratio
on the value of DFy is approximately inversely proportional, something that was easily
verified through relevant test simulations. All the above numerical results refer to foil with
W/h=90. This means, for example, that for W/h=180 all the previously presented DF values
should be halved to get the actual result.

One way to investigate the geometrical extent of the edge effect in a winding is to study
the amplitude of the ratio B,/B, of the x and y components of the magnetic field, in y-
direction, along the sides of the foils. Figure 4.15 depicts part of a model simulated with m=4
and d/h=3, in which the flux lines for 4/0=1 are also illustrated. In Figure 4.16(a) the
By max/By,max ratio of the amplitudes of the x and y components of the magnetic field is plotted
versus distance y, from the edge, with y, expressed in skin depth ¢ units (ratio y./0 appears).
The specific plot corresponds to m=4, d/h=5, d/h=2 and refers to B, and B, components as
they are in the inner side of the first foil layer, i.e. the side with the highest MMF values, the
one that faces the excitation primary (in Fig. 4.15 this side is in position x=15mm). In Fig.

4.16(b) is the corresponding plot for d/h=2.
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Figure 4.15: Model section that has been simulated for studying the edge effect in copper foil
windings (m=4, d/h=3, d/h=0.5). This specific depiction of the flux lines and the current
density in the secondary winding under study corresponds to 4#/0=1.

It is evident from these graphs that in a depth of about y,=4¢ the field component normal
to the foil becomes a negligible fraction of the parallel one. We also see that the ratio
By max/ By, max takes higher values for a higher d/h, i.e., for greater distances of the edge from
the ferrite. The study of the corresponding behavior of By /By, mar for other positions in the
winding, further than the innermost foil side, or for windings with different m or/and dj/h,
indicates that the resultant dependence on d/h and //6 1s similar. What changes is the specific
By max/ By, max values encountered. Notice that B, and B, are generally not in phase and since
one is interested in their relative magnitudes it is more appropriate to study the ratio of their
amplitudes By ax/By,max rather than the amplitude (B,/By)max 0Of their ratio.

Expect the ratio B,/B,, in order to get a complete picture of the edge effect extent, it is
also necessary to investigate the current density distribution J as a function of y,. In Fig. 4.17
Jworm 1s the amplitude of J (J(x,y), same as B, and B,, is a sinusoidal time function)
normalized at the value J(x=15, y.>>1). It corresponds to a winding with m=4, where the
interlayer distances are half the foil thickness (d/h=0.5) and the inner side of the first foil
(the one facing the excitation primary, area of maximum MMF) is at x=15 (Fig. 4.15). The
value mentioned above, used for the normalization of J, is the highest value that occurs at the

first foil, (and at the whole of the winding too), far away from the foil edge (i.e. at high y,
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Figure 4.16: Plot of the ratio B, /B, n. along the side of a foil layer versus the
distance y, from the edge, with the ratio 4/6 as a parameter for (a) d/h=5 and (b)
d/h=2.

values), where the edge effect does not affect the current density and magnetic field. In Fig.

4.17 the distance y, (in ¢ units) appears as a parameter.
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Figure 4.17: Normalized current density distribution (J,,,.,) x profile, with y, as a parameter,
at several frequencies and distances of the edge from the ferrite yoke, for a winding with

116



Chapter 4

A general conclusion coming up from these plots is that in a depth y.=36 up to y.=40 the
current density x-profile takes its non-affected by the edge effect form. We can also see (Fig.
4.17(a) and Fig. 4.17(b)) that as the frequency increases, except from that part of the
conductor where higher J values occur (higher compared to the undisturbed profile at high y.
values), there is also another part where there is a major reduction of J. This attribute is more
prominent at the foils that experience the highest MMF values and therefore contribute more
to the final Frresult. It may explain the resultant 'z reduction as well as the observed relative
difference between the impact of the edge effect on the several layers, compared to the no
edge effect case, i.e. the reduction of losses that occurs for the foils at high MMF areas and
increase for those at low MMF areas. At last, by comparing Fig. 4.17(a) ko Fig. 4.17(c) it is
evident that the local J increase at the edges for relatively low frequencies is more prominent

for higher d//h values, hence the edge effect gets more important.

4.5.3. The edge effect in coils with round wires
The detailed study of numerous cases of layered coils with round cross-section

conductors led to two major conclusions:

e In all the cases studied, the result on a winding with many turns per layer is the reduction
of the overall resistance of the winding.
e For d/r<l1 the edge effect can be ignored, whereas for d/r>10 it has no extra impact on

copper losses further than what is observed at d,/r=10.

Further than these two main conclusions some extra hints should be added that can help
the designer judge the actual impact of the edge effect on copper losses, quite helpful,
especially when there are only a few turns per layer. If we define as an ‘‘array” of conductors
those ones, in all layers, with the same distance from the ferrite yoke (Fig. 4.10), for the sake
of presentation, we need to establish two auxiliary quantities. At first, in the same way this
was done in (4.15) for the general case of a conductor or group of conductors, we define
DFy, as the relative difference of the resistance factor F, of a conductor array compared to

the case when no edge effect is present, expressed as a percentage:
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with EF without EF
F Ra — F Ra

DF, = x100% (4.16)

F without EF
Ra

The Fg, value for an array is calculated as the average of the resistance factors of all the

without EF
F Ra

conductors in this array and the term , that appears in (4.16), equals the F of the

whole winding at the absence of edge effect (Appendix III). Second quantity to define is o,
(Fig. 4.10), the integer index that describes the position of the array in the winding. For
example the end array closer to the ferrite yoke has g,=1, the right innermost has ¢,=2 etc.

In Figures 4.18 to 4.20 some typical results of the simulations are presented. The

following conclusions help to better understand the act of edge effect on copper losses:

e For sparse windings (#7<0.65) DFp, is negative for all arrays at all frequencies. This
attribute is the same at compact windings only at the low frequency range, up to »/0=1.

e Focusing on each conductor separately, it is easily seen that the 2-D field and current
distribution effects are more prominent at the conductors belonging to the innermost
layer, i.e. the layer at the higher MMF values, closer to the excitation primary, especially
if it is for the first few arrays. Besides that, the general concept is that DFy, follows a
profile as that shown at Figures 4.18 to 4.20, i.e., a positive value for the first few arrays
and then negative. These positive values are nearly negligible for »/0=1 (typically +5%)
or negative values occur, and may be up to +40% at /0=5. Attention must be given to
the fact that, at high frequencies, the first few wire turns of the innermost layer may
show increased losses (compared to the no edge effect case) of up to 85%. For the
conductor arrays placed deep in the winding, DF}, of course tends to zero.

e Keeping in mind that in a multilayer winding it is the innermost layer mainly affected,
the case of a single layer winding is the one at which the edge effect shows a maximum

impact, which, even so, is still negligible at »/0=1.
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Figure 4.18: Relative difference DFy, of the resistance factor of a conductor array under
the act of the edge effect, (eq. 4.16), as a function of the y position of the array in the
winding (index a,), when m=1, #=0.865, d/r=4, for (a) r/6=1 (b) ¥/6=3 and (c) r/6=5.
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Figure 4.19: Relative difference DFp, of the resistance factor of a conductor array
under the act of the edge effect, (eq. 4.16), as a function of the y position of the array in
the winding (index o,), when m=2, #=0.865, d/r=4, for (a) r/0=1 (b) r/6=3 and (c)

r/0=5.

120



Chapter 4

DE,(%)
0,

]
a1
T

-15-

IIII.II-
m=3 i
n = 0.865
rlo =1

dilr =2 7

1
6 7 8 9 10 11 12 g,

(a)
DF,(%) |
m=3
5 =0.865
5 Mo=3 -
a_’,/r= 2
i I . L
-10} _
7 8 9 10 11 12 o,
(b)
DF, (%) '
m=3
15} n=0.865
réo=5
10/ dir=2 |
5, -
0, -
I |III-
50 i
-10 10 1 12 a,
(©)

Figure 4.20: Relative difference DFy, of the resistance factor of a conductor array
under the act of the edge effect, (eq. 4.16), as a function of the y position of the array in
the winding (index o,), when m=3, #=0.865, d/r=2, for (a) r/0=1 (b) #/6=3 and (c)
r/o=5.
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Conclusively, it may be said that the edge effect on windings with round conductors
actually causes one single problem, that of a possible overheat of a few wire turns at the
edges of the winding (especially the ones of the innermost layer). Although heat diffuses to
all directions, the fact that these few turns are placed at the external parts of the winding
means that effective cooling can be realized without additional means further than just air
convection. The most important notice though should be that, for an optimized design, at
which it is approximately /0= 1 at the fundamental frequency and the current waveform has
only a moderate harmonic content, it is rather unlikely to have a hot spot, not even on a single

layer winding.

4.6. Coils with round wire in hexagonal configuration

The final issue studied in this chapter is the case of compact coils carefully wound, at
which each conductor has an insulating film, yet there is no special insulating sheet between
layers and the turns of a layer fall into the grooves formed by those of the innermost one.
This sort of winding, not described by any of the existent models, is not uncommon,
especially when the diameter of the conductor is large enough to favor such a tight winding
to be constructed easily [124]. The simulations made for this case show that resistance factor
Fr is reduced (compared to separate layers with d,=d, i.e. at square fit configuration of the
conductors) by about 8% to15% for #>0.75 and by 10 to 30% when #<0.75.

Such a winding is shown in Fig. 4.21(b), where it can be seen that part of the leakage flux
is common between successive layers offering this way a beneficial interlayer proximity
effect that increases the effective cross section of each conductor. This is in contrary to the
typically analyzed square fit configuration (Fig. 4.21(a)), at which no such interaction is
present. Notice that the winding of Fig. 4.21(b) has the same layer filling factor (parameter 7)
as that in Fig. 4.21(a) (n=0.865) but a higher overall copper filling factor. In Figures 4.21(c)
and 4.21(d) a similar comparison is presented for #=0.633. For the winding of Fig. 4.21(b)
Fr is lower than that of Fig. 4.21(a) by 8% at #/6=1 and by 15% when r/0>3, whereas the
winding of Fig. 4.21(d) has an Fy about 25% lower than that of Fig. 4.21(c) at all

frequencies.

122



Chapter 4

Figure 4.21: Flux lines and current density for windings with m=3, at r/0=2, configured by
the square fit scheme ((a) kot (c)) and the corresponding hexagonal fit ((b) and (d)) having
the same layer filling factor but a higher overall copper filling factor.
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CHAPTER 5

A NEW MODEL FOR THE HIGH FREQUENCY LOSSES IN
WINDINGS WITH RANDOM CONDUCTOR DISTRIBUTION

5.1. Introduction

The majority of power electronic converters and electromechanical energy conversion
systems incorporate the use of copper coils, which can be part of inductors, transformers or
some other sort of current-carrying group of conductors. These components show a
significant amount of power loss in the form of ohmic loss in the conductors which, with
increasing frequency, appear to be increased due to the skin and proximity effects. Although
there is always an attempt to optimize these components in terms of power loss (among other
specifications, like low cost, small volume, and the ease of assembly), the models for the
high frequency copper losses often give just a general guide for approximate calculations in
practical applications.

Previous analytical solutions [5]—[7], [12], [41], [47], [81], [143] (see Ch. 3) treat current-
carrying coils with round cross-section conductors as well separated, successive layers of
precisely defined geometrical order. This basic assumption still holds even at recently
released works that utilize finite-element analysis (FEA) in order to give more accurate
expressions applicable to wider ranges of the parameters involved [92], [98], [109], [119],
[143]. An exception to this rule is the set of works [74], [83] in which the precise layout of
the conductors is of minor importance, but their effects are only applicable to frequencies at
which the #/0 ratio gets relatively small values (7/0<0.8).

Unfortunately, this fine order is rarely true in practice, while at most of the times, the
well-defined geometrical parameters are just the dimensions of the winding and the number
of turns of which it consists. In such cases, a common practice for the designers is to consider
the winding as a layered one and apply some of the aforementioned models so as to make an
approximate calculation for the effective resistance, with an error, which, as will be presented

in the following, can be extremely high.
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In this chapter of the dissertation a new semi-empirical model is proposed, for the
determination of high frequency copper losses of windings that show an arbitrary conductor
distribution within their cross-section space, a case that cannot be studied by any analytical
method. The new model is based on the statistical analysis of numerical results coming from
a large number of simulations carried out with finite element analysis software and is verified
by experimental measurements on two different types of winding geometries. The new
formula is simple and further than the three parameters adopted it has no complicated
geometrical or frequency dependencies. It is ready to use if the dimensions of the winding
and the number of turns are known quantities. A detailed investigation of the new formula
reveals its inherent advantages on copper loss calculation when the design of a magnetic
component involves non layered coils.

However, it should be made clear that the present work does not intend to make a
direct comparison between layered or periodically configured winding structures with
randomly configured ones. Moreover, it has already been well established to the research
community [124], [128] that with a carefully wound layered coil, one can achieve much
higher copper filling factor than with a random winding. Thus, randomly wound coils are
not an optimum design choice in any way but, since they are widely met in practice, a

closed-form formula for their effective resistance calculation seems necessary.

5.2. Formulation of the new model for high-frequency ohmic losses in

windings with random conductor distribution

5.2.1. General conditions, parameters and field of application

The idea for a model describing the effective resistance of coils with round conductors
arbitrarily distributed in their cross section comes up by the fact that this sort of winding
seems to be the rule rather than the exception [124]. Layered windings with interlayer
insulation and with special care taken so as to avoid overlapping of adjacent turns in one
layer are mainly designed either for low frequency and high power applications (e.g.
distribution network transformers) or for high voltage applications, where there is a high
possibility of electric flash due to penetration of the wire insulation, such as the choke of the
fluorescent lamp ignition circuit. However, this sort of wire winding needs special equipment

to be achieved and it is time-consuming as a manual work, e.g. by installing a relatively rigid
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insulating layer, either between all successive layers, or after wounding every two-three
layers [124]. And that is why it is rarely met in practice, unless the wire’s diameter is big
enough to favor such a design [124]. Moreover, casual measurements on several laboratory
converters with magnetic components gave us much evidence that when applying Dowell’s
formula on non layered windings, the result appreciably overestimates copper losses. The
point here is that the random conductor distribution cannot be studied theoretically in any
way to obtain an analytical solution. This logical conclusion is enhanced by the remark
presented in [99], [143], that for any analytical solution to exist upon the basis of the
orthogonality of some field components, the current density distribution inside a conductor
should have some symmetry (odd or even) related to a given axis, an attribute incompatible
with random geometries. Other analytical approximations, as in [41], that require the exact
positions of all wires in order to make the relevant summations that describe the interaction
between them are obviously also inapplicable to randomly wound coils. Therefore, the only
way out is a statistical analysis on a large number of FEA results.

The electromagnetic problem that will be presented in the following is considered two-
dimensional, i.e. it describes either magnetic components with axial symmetry (y is the
symmetry axis) and a mean radius that is much greater than the radius r of the conductor, or,
ideally, magnetic components that extend infinitely toward the z direction, perpendicular to
the x—y plane (see §4.3.3.1). It is obvious that in a real solenoid winding the several turns do
not all have the same length, but we can assume for the sake of the analysis that they all have
a length equal to an average length /7, which is the average value of the lengths of all turns, a
typical assumption that we see in both Dowell's work and other works and which does not
significantly affect the end result. The winding under study is considered to lie in the window
space of an ungapped core, with high magnetic permeability (¢,=2000) and zero losses
(absence of eddy currents and magnetic hysteresis). As indicated by relevant FEA
simulations, these conditions regarding the core are not critical to the analysis of winding
losses, provided that ,>150 (see also §4.3.3.1).

A primary requirement for the establishment of the new model is the proper selection of
its parameters. These parameters should be easily determinable, and thus should be directly
related to known quantities.

The ratio 7/0, appearing in nearly all the previous works related to high frequency copper

losses seems to be the most appropriate choice for the F frequency dependence (see §1.2.4).
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In order now to express the geometrical dependencies, we first have to assume a winding
with rectangular cross section of dimensions XY, as illustrated in Fig. 5.1. The winding
consists of N turns of round cross-section wire, randomly distributed in the XxY area. To
ensure that no excess losses appear on the conductors close to the core yoke (similar to those
described in Ch. 4 for the edge effect observed on layered windings), ¥ must be
approximately equal to the window width Y,. According to simulation results, a small
declension from this condition, of the order of the conductor radius » (as, for instance, to
account for an insulation sheet or the coil former in real magnetic components), does not
affect the final result. The winding should extend in the x-direction between a zero and a

maximum MMF point (see Appendix III). This condition is approximated in the simulations

A
v

Figure 5.1: Typical random winding configuration simulated with X/»=16 and
F,=0.46.

by short-circuiting the secondary winding (s) under study, while an inner (i.e. near y-axis)
primary winding (p), consisting of a conductive sheet, placed well away from the winding of
interest (at least 8 times the radius 7 of the conductor), produces a high frequency sinusoidal
excitation.

The two geometrical parameters adopted for the Fr expression are the ratio X/r and the

copper factor F¢,:

Fe,=Nu/(XY) (5.1
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i.e. the ratio of the copper cross-section area to the total winding cross-section area. The

selection of these two parameters is fully justified by the simplicity and accuracy of the final

formula. At this point, it is necessary to notice that the window portion, not occupied by the
winding (Fig. 5.1), is not taken into account for the copper factor calculation, i.e. X is the
height of just the winding and not that of the overall available window space.

In the simulations carried out, parameter /0 ranged between 0.3 and 5, X/r ranged
between 10 and 40, while F¢, ranged between 0.23 and 0.65. These ranges of the involved
parameters define the validity range of the proposed model.

At this point it is necessary to remind that for the optimum performance of magnetic
components, Fi should be about 1.5 [79], [128], a value that, in general, corresponds to a
frequency at which 7/d is approximately about unity. For non sinusoidal current waveforms,
the total losses are to be determined by Fourier analysis and when #/0=1 is selected for the
fundamental frequency, as mentioned in Ch. 4, Fr knowledge up to the »/0=5 limit is
adequate for up to the 25th harmonic. Moreover, the application of the new model cannot be
extended to the area 7/0<0.3, (not included in the study anyway) as the final expression for
F does not converge to unity for /6 — 0, which would be a necessary condition for such an
(arbitrary) extension. Moreover, typical values for F, in practical applications range close to
0.40 [128]. Taking all these into account, the options selected for the ranges of these two
model parameters (/0 and F¢,) were considered satisfactory for most of the practical
applications.

Regarding the parameter X/r some clarifications are necessary:

Taking into account the available standard core sizes [47], [140] and the available copper
wire gauges [124] and how they are usually combined in practical applications, depending on
the frequency and current flowing through the magnetic components, it comes clear that the
study for 10<X/r<40 covers a large part of these applications. Of course, values outside this
range cannot be excluded as improbable.

The range X/r<10 was excluded from the study when developing the proposed model for
three main reasons:

(a) For a winding of such a small height, from a practical point of view, it is quite possible
that the turns are placed in well arranged layers, either separated from each other (if
insulating interlayer films are used) or in an approximately hexagonal fit of the
conductors, since the required work is not particularly time consuming. Moreover, for

example, a winding with X/r=2 obviously corresponds to one layer of conductors and

129



Chapter 5

another to X/r=3.7 corresponds to two layers of conductors in hexagonal configuration.

It is clear that at these X/r values a “random” winding is meaningless.

(b) As explained in §5.4.3, a typical value for the error with which X/r can be determined
(using for example a caliper) is A(X/r)=+x 1. For X/r<10 such an uncertainty about the
value of this parameter would lead to a very high error of the value obtained for the
resistance factor by applying an expression such as the final expression (5.5), which is
anyway not valid in this X/ range.

(c) It is explained in §5.2.3 that the result for the resistance factor F for a given set of
values of the three parameters was obtained as the average from three different
simulations, the results of which ranged by +3% around the mean value. For X/r<10
however, the margins of this fluctuation increase rapidly as X/r decreases, especially for
relatively small values of the F, parameter. Of course, a statistical average for F could
also be defined in this case (with more than three simulations however), but it is clear
that any model in this X/r range would be by default unreliable.

With respect to the area X/r>40, the main remark is that the deviation of the final
expression of the new model from the simulation results does not show any specific X/r
behavior (§5.4.1). This fact implies that the model may also be valid for X/r>40, especially
for X/r values that are not much greater than 40. However, strictly speaking, this is just a
guess for the verification of which, a thorough study by either simulations or experimental

measurements is necessary.

5.2.2. Matlab code to determine the random coordinates of the conductors

In order to take into account the existence of the insulation film of the wire, as indeed is
the case, the algorithm that randomly determines the coordinates of the conductors within the
cross-section of the winding (implemented in the Matlab math software) does not allow
distances between the conductors less than 10% of their radius, but also not less than 5% of
their radius from the ferrite yoke. These conditions are not critical to the generality of the
new model and, given the random pattern of conductor distribution in space, we realize that it
simply sets a limit to the highest possible F¢, value. However, this limit is anyway much
higher than the F¢, range (0.35 - 0.55) that is of direct interest to us. Moreover, in a practical
application, the conductor distance from the ferrite is definitely greater than 0.05r, about the
order of r, due to the presence of a coil former or a special insulation sheet and therefore the
above condition is not a actual limitation. It is just necessary that Y is correctly determined,

so that the determination of the copper factor F¢, is also correct.
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In the context of the algorithm, the rectangular area XxY corresponding to the cross-
section of the winding is first specified. Subsequently, on the basis of the conditions
mentioned, the random coordinates of the centers of the cross sections of N conductors are
determined so that the conductors remain at a distance of at least 0.17 between them and
0.057 from the y limits of that region, i.e. from the boundaries between the window and the
core yokes.

However, with the random positioning of conductors the maximum copper factor that can
be achieved is approximately equal to 0.43. In order to implement higher values for Fg, it
becomes necessary to apply an extra condition. Thus, if from X, ¥, N and r results F¢,> 0.43,
after the random positioning of the first conductor, it is required from the code that the
second one is not far from the first more than a given distance (0.17+b), where b is user-
defined. For all the other conductors it is required that each of them is not more than (0.17+b)
far from two of the already positioned conductors. In any case the minimum possible distance
between two conductors remains equal to 0.17.

Application of the above bond now makes the distribution of conductors in the winding
pseudorandom and in addition, it creates a new theoretical problem that requires a solution.
To understand this problem, it is logical to conclude that for a given F¢,, as b increases, the
probability to have a conductor distribution satisfying the condition of the given F, value
(i.e., a given number of N conductors being randomly located in a given Xx Y area) decreases
and for b values greater than a limit (stated further below) this probability is zeroed (if it is
Fc,>0.43). This is because, as b increases, the bond gets loose enough that, over some
specific b value it has no longer any effect on the final arrangement of the conductors. Hence,
application of the bond in this case does not alter the result of the code execution compared
to the case where it is not applied. At the other extreme, as b decreases (always for given N,
X, Y values), for values of b below a certain limit, the rectangular region XxY is not
completely occupied by conductors and although in the sub-region occupied by the
conductors their distribution remains random, in the whole area Xx Y this is obviously not
true (part of this area is empty space).

This problem is resolved with statistical approach. In order to match between F¢, and b,
values, where b, is the value of b which ensures a random distribution of conductors over the
entire cross-sectional area of the winding, the code for calculating random coordinates runs
for different values of parameter b, with an appropriate step to ensure a good sweep of its
range. In accordance with the above discussion, it was observed that values for b greater than

about 0.96r result in conductor distributions with F,=0.43 and therefore the result of the
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code execution is equivalent to that obtained without applying the bond. Correspondingly,
values of b lower than 0.07r result in an almost layered layout, of approximately hexagonal
fit. Finally, the 0.967>6>0.06r range is swept with a 0.03r step and for each b value the code
runs one hundred times. In this version of the executed code only the dimensions X and Y are
given, whereas the number N of the conductors finally placed in the given area can be any
and is the result of the code execution. Thus, for each b value a result N,, is obtained for the
number N of the conductors, which occurs with the statistically highest probability. This
value of b represents the required b, value for the given F, as determined by X, Y, N,,. The
results obtained show that the b, value obtained for a given F¢, is not dependent on the
specific X, Y values if the ratios X/ and Y/r remain higher than 10. This is also the fourth
reason, together with the three others already mentioned in paragraph 5.2.1, due to which no
analysis was performed for X/r<10.

A remark on the above reasoning is that, given the small step of variance of b, some
values of F¢, lead to two different values for b, (i.e., two adjacent ones that differ by 0.037).
The small difference between these two values ensures that it is not of critical importance to
select either of them. In other words, the analysis described results in a small range of b
values within which lies the required b,. The width of this range is of the order of the step of
b (i.e., 0.037). In order to reduce the width of this range (not considered as necessary for this
study), three conditions should be applied in the b, statistical survey methodology:

a) Increase the relative dimensions of the cross section of the winding with respect to the
radius of the conductors, i.e. for a given r, increase X, Y (and therefore increase N for
any value F¢,). This would allow a better (ideally, nearly continuous) sweep of the
F¢, parameter.

b) Reduce the sweep step of the parameter b.

c) Increase the statistical sample, that is, to execute the code more than one hundred
times for each b value.

In Fig. 5.2 is presented, for two combinations of X/r and Y/r ratios, the probability P,
of a conductor distribution with F, copper factor to occur as a result of running the code
for a given value of the b/r ratio. In Fig. 5.3 the points defining the three curves

correspond to
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Xlr=13

(b)

Figure 5.2: Plots of the probability P, to obtain a random conductor distribution with F,
filling factor, for a given value of parameter b (here is the ratio b/r), for the cases (a)
X/r=16, Y/r=25 and (b) X/r=13, Y/r=31.

the value pairs (b,/r, F¢,) used to implement the simulation models. The pairs for X/r=16,
Y/r=25 and X/r=13, Y/r=31 were selected as the local maxima of the probability distributions
of Fig. 5.2. In a case where the conditions a) to ¢) mentioned earlier would be satisfied, the
locus of the local maxima of the probability distributions P, would be a function independent
of X/r and Y/r, so the three curves of Fig. 5.3, but also any corresponding curves for other X/r

and Y/r values, would coincide.
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At this point it should be noted that for each of the random conductor distributions that
eventually occur, and if it is X=# Y, two sets of simulations with different X/ values can be
realized. This is achieved with a 90° rotation of the resulting distribution on the x—y plane,
thereby transposing X and Y. This rotation on the x—y plane was practically realized when
designing the models by changing the geometry of the window and the relative positioning of
the excitation winding, leaving the positions of the turns of the random winding unaffected.
In other words, the axes x and y of the model were transposed, instead of transposing the X
and Y dimensions of the winding. In this way, much time was saved that would otherwise be
required both in the statistical study to calculate the pairs (x, y) in order to create random

conductor distributions, as well as to design the models in the FEA software environment.

5.2.3. Simulation results
For each set of values of the three parameters /0, X/r, F¢,, three different simulations

were carried out. This was achieved by simulating three different (random) spatial conductor

I,
—— XIr=16, Ylr=25
- )(/r = 13, Y/r = 31
06/ w._ .) —#= Xlr =10, YIr = 40 |
0.55} |
0.5¢ |
0.45 : ‘

0 0.1 0.2 03 04 05 0.6 0.7 0.8 09 bp

Figure 5.3: Plot of the F(, values of the simulated windings, as a function of the b,
values used in the calculation of the coordinates of the conductors, for the cases X/r=16,
Y/r=25, X/r=13, Y/r=31 and X/r=10, Y/r=40.

distributions for each set of X, Y, f and N values, while r is kept constant throughout the
process of simulations. Finally, averaging of the Fj result for each 7/0, X/r, F¢, triad
eliminates some imperceptible fluctuation, which at high frequencies (#/6>2) can be up to

+3% (typically £2%). As an example, in Fig. 5.4 we can see the three different, random

134



Chapter 5

spatial distributions simulated for the combination of X/»=20, F¢,=0.40. In Fig. 5.5, for two
different cases of parameter values X/r and F¢,, the deviation Dy of the results of the three
simulations is plotted each time relative to their average. The average of the three D values
corresponding to an 7/0 value is of course zero. We notice that at low frequencies the
conductor distribution in space is of no importance and therefore the three results coincide.
From the simulations performed, (and after calculating the average values according to
the above analysis) 1300 points were totally obtained within the limits of the (+/0, X/r, Fc,)
space mentioned earlier. Figure 5.6 shows some indicative results for some values of the X/r

and F¢, parameters (they correspond to about 300 points).

y

]_x.
Figure 5.4: Three different spatial conductor distributions simulated for X/r=20,
Fc,=0.40.
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Figure 5.5: The deviation Dy of the results (F) of the three simulations for different
spatial distributions from their average, for the cases (a) X/r=10, F,=0.393 and (b)
XIr=40, F,=0.479.
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Figure 5.6: The results of the simulations for different filling factor F, values, as a
function of #/6, for (a) X/r=10 (b) X/r=25 and (c) X/r=40.
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5.3. Derivation of the final expression for the resistance factor

The final step in the direction of statistical treatment of the FEA data is the selection of an
appropriate expression for F that will stand as a base function over which, through a curve
fitting process, some correction function to be applied will be determined, thus resulting in
the final equation.

A logical assumption in the reasoning for choosing the appropriate base function is that
the dependence of the resistance factor F of coils with random distribution of the conductors
on the 7/0 ratio, regardless of its specific form, is expected to have the general dependence
found in Dowell’s equation. This general form indicates that at low frequencies
(approximately 7/6<0.8) F is proportional to (r/6)*, at high frequencies (approximately
r/6>2) it is proportional to (/d) and in the intermediate region it is proportional to (/d)>. This
assumption is also supported by the fact that this general dependence of the resistance factor
on the /6 parameter (or #/0 when conductive sheets are studied) is highlighted in various
works in the literature in which copper losses are studied, irrespective of the specific each
time geometry of the problem [12], [47], [50], [72], [99], [109]. Thus, Dowell’s expression is
a reasonable choice for the required base function.

However, in order to make use of Dowell’s expression in the present analysis, Dowell’s
model parameters must be correlated with those selected to describe the problem of random
distribution of conductors. This correlation is based on the observation that in the case of a
layered winding in which the distance between successive turns of a layer is equal to the
distance between successive layers, i.e. when the conductors are in a square arrangement, the
winding - as a total - has a uniform current density distribution. In other words, there are no
areas of the cross-section of the winding which, compared to the rest of the cross-section,
have higher or lower current density. Likewise, in a random distribution of conductors the
current density distribution (always in a winding scale) also exhibits the same behavior.
Moreover, in this specific case of layered winding (i.e. with a square arrangement of
conductors), the parameters m and #x of Dowell’s model, with simple geometric
considerations, can be directly related to the parameters adopted in the present analysis for

non-layred windings, with the following equations:
XY'F,
n=4F,, and m’= (—j L (5.2)
T
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It should be underlined at this point that in a layered winding with square arrangement of
conductors except # and m, F¢, and X also have a physical meaning (the total copper factor
and the thickness of the winding, respectively), yet the opposite is not true. That is, in a
winding with random distribution of the conductors, since there are no layers, either the layer
filling factor or the number of layers make no sense.

If the expressions in (5.2) are substituted in Dowell’s model formula (eq. 4.3) we obtain

the following expression:

F ooy sinh2¥ +sin2¥ +2(A—1)‘P sinh¥ —sin¥ (5.3)
cosh2W¥ —cos2¥ 3 cosh¥ +cos¥

where:

2
¥ = “fa/FCu and A= (KJ Fa, (5.4)

Therefore, equation (5.3) is the aforementioned base function that is expected to facilitate the
curve-fitting process, based on error minimization methods between the equation and the
results of the FEA, which can be implemented using commercial software.

Studying (5.3), it is reasonable to suppose that the quantities ¥ and 4 may stand as global
variables for the expression of high frequency losses of non-layred windings. This fact, if
true, would considerably simplify the process of finding the proper form of the correction
function to be applied on (5.3), so as to obtain a simple final expression for F accurately
describing the FEA data with just two variables. In order to confirm or refute the previous
hypothesis, we have to investigate the behavior of Fz with regard to W and 4.

Figure 5.7 shows, for some of the X/r values adopted in the simulations, the Fj result
plotted as a function of 4, when W=6. It is evident that for any A4 value, F is somewhat lower
when X/r is higher. A more detailed study of the simulation results reveals that this attribute
is independent of the W value, and despite the small relative amplitude of the resulting
difference, it indicates clearly that 4 cannot stand as a free variable. This means that a
hypothetical F (4, ¥) function would map any (4,%¥) pair to more than one F values, i.e. it
would not be a function. Thus, F necessarily has to be expressed as a function of the three

fundamental parameters »/0, X/r and F,.
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Figure 5.7: Plot of the random winding simulation results showing the resistance
factor F as a function of the quantity A, when ¥=6, for (a) X/r=10, 13, 16 and (b)
X'r=31, 40.

Within this scope and with the base function (5.3) as starting point, there was a thorough
mathematical processing of the numerical results, with application of the least squares
method in three dimensions, with the help of the LabFit, Mathcad and Matlab software, in
search of the appropriate final expression for Fp of windings with random conductor
distribution. The purpose of this investigation was to find the appropriate corrective
interventions in (5.3) for the final expression to be as simple as possible, describing at the
same time the results of the simulations with the lowest possible error. The cases examined
were the following: To apply a correction function to (5.3) (multiplier term); to have a
cumulative correction term, alone or in combination with a multiplication factor, applicable

to one or both of the terms of (5.3); the correction of any form (multiplier or exponent or
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both) to be incorporated in the quantity W. In any case, the various corrective terms
(multiplicative, cumulative or exponential coefficients) were functions of the three
parameters of the model, the form of which was subject to investigation.

Finally, this process led to the following expression for the high frequency resistance
factor in non-layered windings, which was considered as the optimal choice in terms of both

simplicity and accuracy:

. . 2 . .

F —

- sinh 2 + sin 2 +g(1,Fc,,jg (Xj co_{ | Sinh ¥ —sin ¥ (5.5)
cosh2¥ —cos2¥ o cosh'¥ +cos'¥

where:

r B P (r [pz _%J
oG- )5 oo

with p;=0.03782, p,=0.15456, p3=0.06279. The first term in (5.5) could be eliminated at the
curve-fitting process without much of extra total error for the F function, but remains to
better describe the data when the three parameters take relatively low values. To clear out this
fact, one should consider that for small values of all three parameters, the first term in (5.5)
contributes nearly 30% to the final result. Figure 5.8 shows the plot of the function g for the
range of values of 7/0 and F¢,, as determined according to the proposed model, while in Fig.
5.9 we see a series of indicative graphs of (5.5), where one of the three parameters is kept
constant in each one of the graphs.

It is also to be mentioned that in the mathematical processing of the numerical data in
search of the appropriate form for the corrective function g, expressions, such as e.g. ratios of
polynomial expressions of 7/d, X/r and F¢,, which slightly reduced the overall absolute error
of the final F expression in comparison to the FEA data, but this was achieved only at the
expense of its simplicity, with a huge number of determinable fixed rate coefficients, which
in some cases exceeded ten. This investigation did not lead to any expression that would be

advantageous compared to (5.6).
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Closing this paragraph, we should mention that at an early stage of the work on the
formulation of the new model, which failed to take proper account of the analysis presented
above on the possibility of 4 and ¥ to be the appropriate reference quantities, an initial
expression for Fz was proposed [166]. Although this expression presents a low overall
average error (about 3%) relative to the simulation results available at that time (about 800
points, i.e., much less than those available at the end of the work) it has some sinusoidal

terms that contain 4.

Cu

0 02

Figure 5.8: Plot of the correction function g.
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Figure 5.9: Indicative graphs of (5.5) when each of the three parameters of

the new model remains constant.
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However, such a behavior of Fj is characterized by a physical inconsistency. Simple logic,
but also a simple overview of the simulation results, indicate that Fz is a monotonically
increasing function for any of the three fundamental parameters 7/d, F,, X/r and the same
should apply to the dependence of Fr on 4 and ¥ that are products of these quantities,
regardless of the power to which they are raised. Although the aforementioned sinusoidal
terms do not generally lead to negative values for the Fy derivative with respect to 4 (i.e., Fx
remains monotonically increasing), the periodic variation of Fp with respect to 4 in a
generally increasing behavior is physically unacceptable and hence the expression proposed

in [166] must be rejected.

5.4. Investigation of the new semi-empirical formula

5.4.1. Deviation from the simulation results

Expression (5.5) describes the simulation results with a total mean absolute error of 3%.
A detailed illustration of the error with which (5.5) fits the simulation data is given in the set
of graphs presented in Fig. 5.10, Fig. 5.11 and Fig. 5.12.

In these figures, the absolute value E of the error of (5.5) with respect to the simulation
data is presented as a function of F,, with X/r as a parameter, for some representative values
of r/o. It can be seen that at low frequencies, i.e., for low values of the /0 ratio (Fig.5.10(a)
and Fig. 5.10(b)), the match is nearly perfect (2% typical). For the frequency range within
which the greatest part of the throughput power transfer occurs in most of the power
electronic converters (since 7/0=1 is the approximate choice for the fundamental frequency)
the error is 5% typical (Fig. 5.10(c)). In the upper frequency range of the proposed model
(Fig. 5.11 and Fig. 5.12) the typical deviation between (5.5) and the simulation data still
remains at 5% except for low F¢, values (F,<0.4) for which it is about 10%. Another
conclusion that indirectly arises from the general study of the deviation between (5.5) and the
simulation data is that this error shows no clear attribute related to X/r. This fact justifies the

absence of X/r from g.
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Figure 5.10: Absolute value E of the error of (5.5) relative to the simulation results as a

function of F¢,, for (a) #/6=0.3, (b) 7/6=0.6 and (c) r/0=1.
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Figure 5.11: Absolute value £ of the error of (5.5) relative to the simulation results as a

function of F¢,, for (a) r/0=1.4, (b) 7/0=2 and (c) r/0=2.5.
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Figure 5.12: Absolute value E of the error of (5.5) relative to the simulation results as

a function of F,, for (a) r/0=3, (b) r/0=4 and (c) r/6=5.
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5.4.2. Low frequency approximation

Expression (5.5) was extracted under the scope of accurately describing the simulation
data, which, as mentioned earlier, sweep the range (0.3, 5) of the parameter /0. However, for
low frequencies (7/0<0.7), (5.5) can be simplified if its hyperbolic function terms are replaced

by their Taylor series expansions [79], and terms up to third order are kept:

sinh2¥ +sm2¥ 1 N 4 ¥ g simh¥—-sm¥ 1 ;
= - - l, =
cosh2¥ —cos2¥ Y 45 cosh¥ +cos¥ 6

(5.7)

If the expressions in (5.7) are substituted in (5.5) we obtain the following approximate

expression for F at low frequencies:

7

g(BFCuj 2 4
F,=1+7°F,, 4is+5—{(£j &—l:l (gj (5.8)

9 r T

Since none of the parameters F¢, and X/r is very small (F¢,>0.23, X/r>10) the following

inequalities are valid:

4 g[r’FC“j XVF
LD B o

(zj Fa >>1 (5.9b)

r i (X ? r !
F,=14+g| —,F Qo | || = 5.10
R g(é‘ Cuj 9 (l’j (5j ( )

Table 5.1 gives the deviation 4, of the result of (5.10) from that of (5.5), for different

indicative values of the parameters F,, X/r, and 7/, while in Fig. 5.13 some graphical
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representations of (5.5) together with the low frequency approximation given in (5.10). From
the 4, values listed in Table 5.1 it comes clear that the deviation of the low frequency
approximation from the full expression increases significantly as 7/6 and F¢, increase, since
they are included in the quantity ¥, which is the variable in the expansions of (5.7). The
corresponding increase with increments of X/r is relatively small, since (5.9a) and (5.9b) are
almost always quite good approximations. In conclusion, we can say that (5.10) can be
considered as a good approximation of (5.5) when 7/0<0.7.

It would be interesting at this point to compare (5.10) with the existing formula for
copper losses at low frequencies as found in [74], which can be expressed in terms of the

parameters appearing in the present analysis as:

2 2
AL
9 r

J (5.11)

TABLE 5.1
Indicative values of the deviation 4, of the low frequency approximation (5.10)
from the complete expression (5.5).

Xlr Fc, 7o Ayl(%) Xlr Fe, 1o A, Xir Fey, 10 A,

(%) (%)
10 030 0.5 0.3 25 030 05 0.5 40 030 05 0.6
10 030 0.7 1.5 25 030 0.7 24 40 0.30 0.7 27
10 030 1 9.1 25 030 1 114 40 030 1 117
10 045 0.5 0.5 25 045 05 09 40 045 05 1.0
10 045 0.7 3.1 25 045 0.7 4.0 40 045 07 4.2
10 045 1 16.0 25 045 1 17.6 40 045 1 178
10 060 0.5 0.9 25 0.60 05 1.3 40 0.60 05 1.4
10 060 0.7 4.7 25 0.60 0.7 5.5 40 0.60 0.7 5.6
10 060 1 22.4 25 0.60 1 23.6 40 0.60 1 238
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Figure 5.13: Plot of Fy versus /0, as obtained from the complete expression of the new
model (5.5) and its low frequency approximation (5.10), for (a) X/r=15, Fc,=0.45, (b)
X/Ir=25, F¢,=0.40 and (c) X/r=35, F,=0.50.
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Expression (5.11) was derived in [74] under the assumption of a flux field through the
conductors that has no x component and is proposed as valid for #/0<0.7, while (5.10) —or the
complete expression (5.5)— describes the simulation data with a fairly low error at low
frequencies (Fig. 5.10(a) and Fig. 5.10(b)). The assumption now of a clearly y-oriented flux,
which indisputably holds true for 7/6<0.3 (strictly valid only for r/0—0), for higher
frequencies gradually becomes a rough approximation, a fact easily verified by FEA
simulations.

Let us point out here that although the “low frequency range” has as unique criterion the
assumption of one-dimensional field form in the conductors, it is defined as desired by the
various researchers. For example, in [143] it is defined as #/0<0.8, in [119] as /o<1, while in
[5] as #/0<0.2. In Fig. 5.14 we see the magnetic flux in a winding with random conductor
distribution for »/d values equal to 0.3, 0.5, 0.6 and 0.8, where, as the frequency gradually
increases, the declension from the above assumption is obvious. Two-dimensional effects
lead to a lower effective resistance than calculated by the one-dimensional field
approximation, and we may conclude that function g in (5.10) stands as a correction factor

(with respect to (5.11)) that quantifies these two-dimensional effects (it is reminded that it is

Figure 5.14: Flux lines of the leakage field in a winding with random conductor
distribution, simulated for (a) #/6=0.3, (b) #/6=0.5, (c) /6=0.6, (d) r/0=0.8.
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g<l1 for any of F¢,, r/0 pair). Moreover, it should be marked that in [74], as the study is
limited to the low frequency range, the precise arrangement of the conductors within the

winding is not critical.

5.4.3. Sensitivity of the new expression in variations of X/r parameter

It would also be informative to study the sensitivity of (5.5) in variations of X/r, since this
is essentially the only parameter of the model which may be determined with some
measurement error.

Within the scope of the proposed model none of the F,, and X/r is very small. Therefore,

in order to facilitate the present investigation, we can assume that:

1

(5.12)

3

2( XY gF., ., sinh¥ —sin¥
F, — b Y

r V4 cosh¥ +cos'¥
Below is the Taylor expansion of the term with the hyperbolic and trigonometric functions
appearing in (5.12), keeping this time, for more accuracy, one term more than the

corresponding expression given in (5.7):

sinh¥ —sin'¥

l 17 @7
cosh¥ +cos¥ 6

2520

N

¥

(5.13)

With the values of the other geometric parameters (N, Y, r) constant, F¢, is inversely
proportional to X/r. Taking this into account, as well as (5.13), (5.12) can be written as

follows:

F,= 2 - 4 ,
X/r

r/o=constant (5.14)

where 4; and 4, are positive constant quantities (dependent on N, Y, r, /0, here considered as
constant). This dependence can also be visually verified in Fig. 5.9(a) and Fig. 5.9(c). When
constructing a magnetic component with a non-layered winding X/r can be determined easily
and precisely by measurement with an error of the order of A(X/r)=+1 or even smaller.
Under this scope and given that all other quantities involved (N, Y, r, r/0) are precisely

defined, the typical error with which F¥ is calculated is:
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OF
s Alx/r)
AF, _ (X)) - ! A(X/r) (5.15)
i B 2np ()
while the following equation is valid:
A 2520 (v/r) (5.16)

A 617 (r/5) N7®

Expression (5.15) makes it clear that the F; calculation with use of (5.5) gets more accurate
as X/r increases, despite that in (5.5) F is approximately proportional to (X/r)>. This is due to
the fact that X/r is a continuous variable with an error of approximately constant amplitude,
but also due to the inverse proportionality between X/r and F¢,. We also notice that for given
values of X/r and A(X/r), the result is more accurate when A,/4, ratio is greater. It follows
from (5.16) that high 4,/1, values correspond to low frequencies (small #/d values) and low
F¢, values (for given X/r, this means high Y/r values and small N values), i.e. to that part of
the field of application of the new model for which (for any given X/r) the proximity effect

has a lower impact and the resistance factor has a relatively lower value.

5.4.4. Application of the new model in the case of stranded conductor

Taking into account the conditions under which the new model was formulated, it is
expected to apply even to randomly wound coils with simple stranded wire, given that all
strands carry equal and in-phase currents (i.e. skin and proximity effect do not exist on wire
scale but only on strand scale).

In a winding with N in number, equally long, circular cross-section solid conductor turns,
each of which has a resistance factor Fg.z, k=1,2,...N, the resistance factor F of the winding

is equal to the average of the individual resistance factors i.e.:

Fy :_ZFRz,k (5.17)

This is the case studied in this chapter and is described in (5.5), since the N turns are

randomly placed within the cross-section of the winding.
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So let’s now consider a winding that consists of NV, turns of wire, which in turn consists of
n identical strands of circular cross-section of radius 7. If the dc resistance of a strand-turn is
R and the total dc resistance of a strand is Ry, the total dc resistance of the winding will

be:

Rdc :NcRdc,st—t/n :Rdc,st/n (5 1 8)

It is assumed that each strand is covered by an insulation film and that the stranded wire has
been twisted before it is placed in the winding. Under these conditions, all strands are
equivalent in terms of the effect of the magnetic field on them and of the change in their
effective resistance.

In order to show that (5.5) can be used to calculate the Fy of this winding, we must first
make a by default correct assumption, that the resistance of each turn of a strand, out of the
totally N=nN_. present in the winding, varies by a factor Fg,.,; generally different from the
other strand turns, where i=1, 2,...n and j=1, 2,...N.. Subscripts i and j indicate that Fry.;;
corresponds to that part of strand i, which is within the turn j of the wire. Now, let each of the
n strands have a total (i.e., in its whole length) active resistance Ry,; and a resistance factor
Frs.i. Given the aforementioned equivalence of the strands, they all have the same resistance

factor Fgy, which is equal to the F resistance factor of the winding, i.e.:

Froy = Fryp == Fyy oy = Fy = I (5.19)
However, the active resistance of a strand equals the sum of the active resistances of its

individual segments (turns of strand) at the various turns of the wire and its resistance factor

is equal to the average of the resistance factors of these (in series) subsections:

F

Rst—t,ij

14+

Fru =y <

c

(5.20)

~
Il
—

Since the effective resistance and the resistance factor are components with equal values for
all strands, the result of (5.20) does not change if we take the average of the resistance factors

of all strands. Hence, also taking into account (5.19), we can write:
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n

1 1 N, 1 n_ N,
Rst,i =l =F; =; . IVZFR“—:J; =W ; ZFRst—z,ij (5.21)

i= c j=1 c

The term in the bracket equals the sum of the resistance factors of all strand turns in the
winding and nN., is their total number, thus (5.21) gives the average of the resistance factors
of all strand turns, just like (5.17) gives the resistance factor of a solid wire winding as the
average of the resistance factors of all turns. It is noted that the exact value for the twisting
pitch of the stranded conductor, which previously was implicitly assumed equal to the length
of a turn of the magnetic element, does not affect the final result.

We conclude that the expression (5.5) is also applied in the case of a stranded conductor,
suffice it for the calculations of the parameters #/0, F¢, and X/r to use the values of the total

number of strand turns N=nN, and the strand radius r.

5.5. Experimental validation of the new model

For the wvalidation of the proposed semi-empirical expression (5.5), power loss
measurements were taken during the experiments carried out over two transformers wound
on ungapped cores with different center pole cross-section shapes. In both transformers, the
core shape (type E and ETD) does not perfectly fulfill the condition of axial symmetry for the
winding and the leakage flux through it. It was necessary though to confirm the new model’s
applicability on those two common cases, (instead of, for example, experiments on type P
cores that show a perfectly symmetric cylindrical geometry or at least PH, PQ or RM that are
close enough to P in form), despite that in literature, there is already evidence that the three
dimensional effects taking place at the area close to core yoke do not considerably affect the
copper losses [83], [97]. Moreover, the windings under study were deliberately wound in a
random manner from the start so as to make sure that the F¢, calculated for each of them
corresponds to the actual value throughout the winding. If this was not the case, in the
winding there could be some non-uniformity with locally different F¢, values. Such a
situation is not unusual in actual windings, since, at the beginning of the winding process, the
existence of the bobbin always favors a careful, tight and almost stratified winding. In this

case (which of course is not included in the new model) there would —possibly— be, an
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increase or decrease of the F¢, (compared to the totally uniform random arrangement)
depending respectively on whether the areas of increased F'¢,, would be in high or low MMF.

Thus, two sets of measurements were carried out on two different transformers. For the
first set of the measurements, a transformer with copper wire of diameter d=0.56mm and
turns ratio of N,:N,=220:332 was wound on an E65/32/27 core of the Ferroxcube 3F3 ferrite
grade with the short-circuited secondary (s) wound over the primary (p) i.e. externally. The
coil dimensions inside the bobbin were Y,=Y,=39.1mm, X,/r= 14.9 and X,/r=18.4. The dc
resistances were measured under constant current flow conditions as Rgy.,=1.815Q and
Rics=3.170Q.

To ensure that at the frequencies of measurements, capacitive currents could be
considered negligible, the leakage flux connection was inspected for resonance with the use
of a frequency generator and a Summit Dmm 740 hand oscilloscope. This inspection
indicated that up to the limit of 900kHz, there was an approximately linear with the
frequency increase of the measured impedance amplitude and thus, capacitive currents were
insignificant. At this point, we have to notice that when we investigated the capacitive
behavior of the reverse short circuit (short-circuited primary - excitation in the secondary),
the first capacitance currents appeared at a different, much lower frequency (approximately
300kHz). This remark is in accordance with the finding in the international literature [157]
that the parasitic capacitance between transformer windings changes according to the
transformation ratio. However, the interesting feature is that, by continuing the investigation
at higher frequencies (within the maximum frequency generator limit), the first resonance
was observed at a frequency approximately five times the frequency at which the first
capacitive currents appeared (in the “right” connection the resonance was at a frequency
beyond the device capabilities). This finding contradicts the suggestion in [83] that the
operation of magnetic components at a frequency lower than 1/3 of the first resonance
frequency ensures the absence of capacitive currents.

The excitation of the primary winding with sinusoidal voltage at frequencies from 43 to
510kHz was achieved with the use of the current-fed resonant converter analytically
presented in Ch. 6. The method of measurement is similar to that shown in Ch. 7 and is based
on the acquisition of the v,(f) and i,(f) waveforms from a HP 54820A Infinium digital
oscilloscope, where v,(?) is the voltage applied on the primary winding and i,(¢) the current

flowing through it. Further on, the oscilloscope performs the calculation of dissipated power

as P, :<vp ()i, (t)> for an integer number of periods. Sensing of the voltage is achieved
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with the use of an active differential probe, and for the current, an identical probe was used to
sense the voltage on a low-inductance shunt resistor.

As explained in Ch. 6 and Ch. 7, the inductive character and precise value of this shunt
resistor is a matter of special attention. For this set of measurements and the one described
further next, resistors (Vishay — Sfernice, thick film technology) with values between 10Q
and100Q2 were used. Their values were accurately measured under constant current flow
conditions and their inductance is lower than 0.1uH (according to data sheet).

For each frequency, several measurements were taken at different dissipated power
levels. The whole process should be fast, and power losses should not exceed 25W otherwise,
heating of the winding leads to a slight reduction of the measured resistance, as explained in
§7.4.2. Measurements over 260kHz (7/0=2.18) indicated that 3F3 ferrite grade is unsuitable at
this frequency range for the purpose of the specific experiment due to core losses, while the
resistance calculations suppose negligible core losses. It should be explained here that though
short-circuited, the secondary does not totally cancel the ampere turns of the primary, an
attribute clearly seen in the FEA simulation results as well. Even for the nearly perfect
cancellation of the primary ampere turns, which happens as the frequency increases, the
leakage flux path still crosses part of the core yoke. All other precautions described in Ch. 6
were also taken in order to ensure reliable measurements.

From the coil data given earlier, we get F¢, ,=0.3326, F¢, =0.4063 and 7/0 ranges from
0.887 to 2.18. With use of the classical equivalent circuit for the transformer’s leakage
connection, the result of applying (5.5) for the calculation of the total resistance R;, as seen

from the primary side, is given by the expression

2
NP
Rl = FR,dec,p +(Fj FR,SRdC,S (522)

N

In Fig. 5.15(a), the result of (5.22), normalized at the value R;;=3.207Q, resulting for
Frp=Frs=1 (low frequencies), is plotted as a function of #/6 (solid line), and the
measurements are shown as experimental points. It is evident that the measurements verify
the model up to the 7/0=2.18 limit.

It would be interesting here to give an example of the error introduced when someone
attempts to approximate such a winding with a layered one and proceed with Dowell’s

formula. The primary winding can be approximated as layered with either m,=7, 7,=0.400 or
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m,=6, 1,=0.465 and the secondary as m=9, 1,=0.468 or m=8, 1,=0.527. From the four
possible combinations, we choose to plot in the graph of Fig. 5.15(a) the highest result and
the lowest result, corresponding to m,=7, m=9 and m,=6, m=8. It can be seen that in any
case, the result would be an overestimation of R; of the order of 60%.

In order to raise more evidence supporting the validity of (5.5), a second experiment was
conducted, identical to the previous one, using an ETD49/25/16 core of the Ferroxcube 3C85
ferrite grade. The values of the several parameters were: d=0.50mm, N,=N,=327,
Y,=Y,=33.0mm, X,=X;=4.1mm, i.e. X,/r=X/r=16.4 and Fc,,=Fc,s=0.4745. The primary
and the secondary dc resistances were measured as R;.,=2.14Q and R =2.78Q thus,
R;4.=4.92Q. The capacitive currents of the leakage connection were negligible for
frequencies up to 850kHz.

As shown in Fig. 5.15(b), the measurements verify the model’s validity for frequencies
up to /0=1.53 (=160kHz). In this case, the ratio R/R; 4 is equal to the Fz of the primary and
secondary winding since they both have identical geometrical characteristics (X/r and Fc,).
The available ferrite grade did not favor to obtain reliable measurements at higher
frequencies, while the use of a wire with greater radius (in order to achieve greater /0 values)
was not favorable either due to the small R;. and X/r values occurring, which may potentially
lead to measurements errors.

In the same figure, the dashed lines show, just like in Fig. 5.15(a), the R; values resulting
after approximating the windings as layered and applying Dowell’s model. They correspond
to the values m,=m,=8 (#=0.55) and m,=m,=7 (#=0.63). The error in this case is about 25%
at /0=1.5, and increases at higher frequencies (not plotted here).

Note that for a winding with X/r=16.4, in no case would one consider in the layered form
approximation that m=9 (not possible) or m=6 (too much empty space between the
suppositive layers not justified by the insulation enamel of the wires). As also mentioned in
[124], when approximating a random winding as layered, it is a common practice to consider
the minimum interlayer distance (i.e., maximum number of layers). It is therefore quite
unlikely to get with this approximation, even by chance, a result that would approach the

actual one.
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Figure 5.15: Effective resistance R, normalized at the dc value R;, for the leakage
connection of the random winding transformers under test, as approximated by applying
(4.3) (Dowell’s formula) for different numbers of suppositive layers that could possibly
describe these random windings (dashed lines), as calculated by the new formula (solid

line) and according to measurements.

It should be explained at this point that the error made in the above, typical so far,

approximation of magnetic component designers is not only due to a weakness of Dowell’s

model or, more correctly, it is not due to some Dowell’s error at all. One would say that for

the values of # which appear in the hypothetical windings that approximate the transformer

windings in the above experiments (from 0.40 to 0.63) Dowell’s model is anyway inaccurate

(§4.4.3.) giving a result higher than the real one and that this is the reason for the error we see

in Fig. 5.15. It is also true that with a model for layer windings more accurate than Dowell's,

the result for Fx would certainly be closer to the actual. The above reasoning is only partly

true for two important reasons: The first one is related to the fact that Dowell’s model is
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indeed what designers use almost exclusively, as more accurate models, such as this of [109],
are so complicated in their application that they are not suitable for quick calculations. Yet,
the second and most important reason is related to the arbitrary choice for the number m of
the suppositive layers that varies within a range that broadens as X/r increases. Let's have a
look at some simple examples: For a winding with X/7=12 one would say m=5 (most likely)
or m=4 (less probable), while m=6 is excluded because » does not include the wire insulation
film and therefore such a winding does not fit into a space with X/r=12. For X/r=25 one
would say that m=11, but also maybe m=10 or m=12. Finally, for X/r=40 it would be a
reasonable choice to say that m=18 or 19, without being “absurd” to assume m=17 or m=16.
That is, we make a rough, completely arbitrary choice for m. Knowing that the result
(irrespective of the model used) is sensitive to changes in m (of course, we don’t forget in the
above reasoning that an increase in m decreases # and this partially compensates the change
of the result, since F is an increasing function of both m and 7) we understand that the whole
approach is completely arbitrary and it is not known at all whether its result is close to reality
or not. Moreover, as previously mentioned, if it is Dowell’s model used, none of the above m
values would lead to a result close to the actual one. In conclusion, we may say that the error
of this approach is not due to the accuracy of whatever model used to calculate the F value,
but due to the fact of the preceding arbitrary assumption of the existence of imaginary layers
there where no layers exist, which makes absolutely no physical or even practical sense.

As an end of this paragraph, it is necessary to point out a practical issue about the
determination of the winding height X. For a core center pole with a circular cross section,
accurate knowledge of X is just a matter of careful measurement. This is not the case when
the core has a rectangular center pole. Especially for the inner winding in immediate contact
with the bobbin (Fig. 5.16) two facts must be taken into account [124]: a) Bowing of the wire
at the corners leaves some empty space, not occupied by copper, at the bottom of the winding
over the faces of the bobbin. This formation is more prominent as the diameter of the wire
gets greater and its extent can be visually estimated or measured when winding the first few
turns. b) Over the edges of the coil former, the wire is normally wound in a tighter manner,
thus making the winding thinner in total compared to the winding height over the faces

(Xe<X).
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Figure 5.16: General pattern of a winding placed in a coil former with rectangular
cross section

For the winding on the E core presented here, the two results for Fz when adopting one of
the two values X. or Xy for the sum of both primary and secondary heights (X, +X;) did not
differ by more than 5% (remember that F¢, is inversely proportional to X when N, Y and r are

constant) and it was considered satisfactory to keep as the correct value for use in (5.5) the

average of the two.
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CHAPTER 6

DESIGN AND CONSTRUCTION OF A CURRENT-FED
RESONANT INVERTER FOR MEASUREMENTS IN
MAGNETIC COMPONENTS AT HIGH FREQUENCIES

6.1. Introduction

This chapter deals with the selection of an appropriate topology, as well as with the
theoretical analysis and construction details of an inverter suitable as an excitation source of
magnetic components with high quality voltage for measurements in the frequency range
from a few kHz to 1 MHz. The interaction between the power part and the control circuit is
investigated both with simulations and experimental verification of the theoretically derived
equations that describe the inverter’s operation. The result of this investigation is the
appropriate dimensioning of the components in the two circuits (power and control) so as to
optimize the inverter’s performance, with maximum amplitude and minimum harmonic
content of the output voltage, as well as with a maximum possible range of operating

frequencies.

The trend towards increasing integration of electronic devices has pushed extremely high
the necessary throughput power density of switch mode power supplies. In order to make
feasible an appreciable miniaturization of these circuitries, in combination with higher output
power (throughput power), switching frequencies that are quite higher than the regular values
of about 250kHz have started to be subject of investigation by magnetic component
designers. New converter designs based on resonant topologies [84], [88], [110], [112],
[113], [116], [117], [120], [135], [139] and the use of planar magnetics [34], [35], [90], [114],
[118], [143], [148] (see §3.3.3) or ferromagnetic materials with improved features [34], [35],
[45], [74], [90], [149], [151] are very promising for future applications, even in the

megahertz range. However, in both classic topologies (e.g., pulse width modulation
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converters — PWM) and recently developed ones (e.g., resonant topologies), an appreciable
portion of the overall losses still appears on the magnetic components.

The necessity to make accurate experimental measurements on high-frequency magnetics
is on top priority in R&D phase and goes hand in hand with finite-element software analysis
[35], [77], [114], [118]. Computer tools, although easy to use and very practical in avoiding
multiple-attempt design and successive prototype improvements, cannot take into account all
the factors that affect the operation of high-frequency converters. Moreover, some of these
factors are not known beforehand thus, the experiment still remains the only reliable way for
the final verification of any theoretical or computational prediction.

Testing of magnetic components is standardized by manufacturers of ferrite materials and
is normally carried out either for specific conditions, regarding frequency, magnetic flux, and
temperature, or with all other parameters constant when one of them sweeps a well-defined
range [140], [142]. The excitation is sinusoidal and is applied on ring cores [140], [142], thus
leaving on the magnetic component designers the proper approximations to be done for
evaluating the actual results for other sorts of waveforms and different core shapes [28], [38],
[94], [101], [103]. In any way, the data sheets provided by ferrite manufacturers often do not
give a fully satisfactory picture of what has to be expected with regard to the general
behavior and the power losses under the specific conditions that are to be encountered in
practical applications.

From the aforementioned discussion, it becomes clear that some means of taking
measurements under the standard sinusoidal excitation, but at the given desired conditions
concerning frequency, temperature, magnetic flux, and core shape, would be undoubtedly a
very useful tool. Given the possibility of taking measurements under any conditions, some
standard approaches can be circumvented. Such approaches are, for example, the
interpolation of the data given by the ferrite manufacturers to calculate the specific losses
when the operating conditions are not described by any of the given curves or the arbitrary
extension of these curves when the operating conditions are completely out of the covered
range of the various parameters (also see §7.2.2).

However, it must be pointed that in magnetic components, further than the issue of ferrite
core losses, copper losses represent a great portion too [79], [114], [128], [143] and their
evaluation in a wide frequency range and for the given each time coil is of crucial
importance. This argument is enhanced by the fact that the most widely used theoretical or
semi-empirical formulas for high frequency copper losses are for ideal winding geometries

[12], [47], [99], [109], [143], and even so, they generally show limited accuracy.
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Until now, there are two alternatives in order to take measurements under sinusoidal
excitation: One is the use of an impedance analyzer set [73], [78], [101], [105], [118]. The
other is to combine a sinusoidal waveform generator with a linear power amplifier for the
excitation of the device under test (hereafter “load” or DUT) and use a separate measuring
system for data recording [34], [38], [57], [94], [115], [121]. Yet, both solutions have serious
technical restraints.

Studying the specifications of commercial impedance analyzers, it becomes clear that
they suffer from two drawbacks:

a) Only a few spot frequencies within their total frequency range are available for

measurements.

b) The applied voltage drops with frequency and has a maximum value of just a few

volts at high frequencies.

On the other hand, linear power amplifiers, at the frequencies of interest for power
electronic applications, show a rapidly increasing distortion and a decreasing attainable
amplitude of the output voltage as the frequency rises. Of course, the most important
drawback of both previously mentioned devices is their high cost, which ranges between
some hundreds and a few thousands of euros. For more sophisticated — more powerful
products, the cost rises extremely high. In any way, measurements taken from devices excited
with any of the two previous methods are of limited worth, since they are often far from
describing actual operating conditions, which are characterized by high magnetic flux
densities in the cores, high currents in the windings, and possibly high temperatures.

Some researchers have used in the past a current-fed resonant inverter as a low-cost
solution to high-frequency sinusoidal excitation of magnetic components [57], [85]. The use
of the inverter in these works was limited to a maximum frequency of 100kHz and a peak
voltage of 50V. The harmonic content of the output waveform was considered acceptable
even when there was a 7th harmonic equal to 2% of the fundamental. The specific inverter (a
variant of the classical push-pull topology) first appears in the literature in [23], where it was
used to apply S0kHz ac voltage on a clearly resistive load, at 1kW power. The main issue of
study of this work was the voltage gain of the inverter, whereas the quality of the output
waveform was of no interest. Thus, the switches driving method, combined with the values of
the components in the resonant circuit, led to a highly distorted output voltage.

Further on in this chapter we discuss the pros and cons of key inverter topologies for the
achievement of sinusoidal oscillation, and the advantages of the push-pull topology are

highlighted. The topology proposed in [23] is theoretically analyzed and the factors affecting
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the quality and value of the output voltage are thoroughly investigated. The combined effect
on the performance of the inverter of both the power part component selection and the
response speed of the control circuit is revealed by the analysis and is verified by
measurements and simulations. The limitations over the rise of frequency are also pointed out
and a fast control board is combined with low-loss resonant inductors to achieve a perfectly
sinusoidal voltage in the range between some tens of kHz and 1 MHz, with the rms voltage at

the high-frequency end equal to 450V.

6.2. Selection of appropriate topology

The only way to bypass the drawbacks of market devices is to construct a sinusoidal
voltage or current resonant converter, with the obvious requirement to overcome the
previously mentioned technical limitations and with the cost being kept sufficiently low at
the same time. This last condition can be true for a laboratory made device, thus leaving the
cost of the measuring set, which is normally already available, as the only relative expense.
The point is to create a sinusoidal current through an LC circuit and then, according to the
impedance of the load at the specific frequency, to either connect it in series with the LC

circuit (low load impedance) or in parallel with it (high load impedance).

ObH OHY

Vie \ Lyc \ C \

(a) (b)

Figure 6.1: Basic resonant topologies for sinusoidal oscillation.

The two basic circuits to achieve forced resonance conditions are presented in Fig. 6.1.
Figure 6.1(a) shows the full-bridge topology, in which a series LC circuit is triggered by
voltage pulses [110], [112], [116], [117], [120], [122]. In this topology the output voltage can
be very high, as it is limited only by the voltage ratings of the components L and C (the cut-
off switches are at V. voltage), but the current is limited by the rated value of the

semiconductor switches. The resonant current flows through the V. voltage source, thus
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making it part of the resonant tank. The current monitoring, required to control the oscillator,
greatly complicates its implementation. In any case, semiconductors made for large currents
generally have long turn on - turn off times and the result is a slow inverter, with high
switching and conduction losses, which is equivalent to a severe limitation of the maximum
operating frequency. The same reasons also lead to poor quality output waveforms, since the
losses on the switches, which carry the resonant current, introduce a considerable damping

factor [158].

In Fig. 6.1(b) the resonant tank, consisting of an LC loop, is fed with current pulses on a
full bridge topology. The cut-off switches are under the output voltage, which is generally
expected to be quite high. Current ;. is a relatively low current, equal to the average of the
two switches’ current pulses and is responsible for the power loss compensation in the
resonant tank. Losses on the switches, which are not part of the resonant tank here, do not
affect the quality of the output waveform.

In conclusion, the topology of Fig. 6.1(a) is more suitable for high output voltages,
whereas that of Fig. 6.1(b) is preferable when the most important requirements are high
output current, high frequency and output low harmonic content. The half bridge topology, in
which two of the switches in both of the previous topologies are replaced by capacitors (in
the voltage supply topology) or inductors (in the current supply topology), has almost the
same analysis and is not taken as a separate case.

Figure 6.2 shows the center tapped, push-pull, full-wave topology to achieve resonance
conditions. It seems to be the most appropriate as it incorporates the advantages of the
topology in Fig. 6.1(b) using only two switches. The operation of the two switches provides
the resonant tank with the excess power required to maintain the oscillation and this is
achieved by pulses the amplitude of which is very low compared to the resonant current. In
addition, as will be apparent from the oscillograms and the results of the simulations
presented below, the semiconductor switches turn on at zero voltage. With the losses on the
switches sufficiently low and the output voltage distortion dependent only on the losses
occurring in the resonant inductors, the frequency can get very high values. It is worth noting

that the maximum voltage on the switches is not preset. Under certain conditions it may be
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Figure 6.2: The push-pull topology for the achievement of resonance.

equal to the output voltage amplitude although in general it is lower (§6.8). The current
source is easily implemented with a variable DC supply in series with a high value
inductance.

What has to be pointed out is that, in any of the previous topologies, for a sinusoidal
oscillation to be achieved, the switching frequency f; has to coincide with the self-resonance
frequency f,.s of the resonant tank, as this is defined by the values of the LC components,
possible parasitic LC components and any present damping factors. In [135] there is a
detailed discussion about resonant converters operating at f; # f,.;, where it becomes clear that
the resonating current or voltage harmonic distortion is very much affected by any deviation

of f; from f,.,. In the following, if not else mentioned, it will be f=f;=f,.;.

6.3. General description of the inverter

In Fig. 6.3 is the schematic of the power part of the inverter selected for the
implementation of the sinusoidal voltage excitation of magnetic components. A resonant tank
formed by the main capacitor C,, the auxiliary capacitors C, and Cp and the two inductors L,
and L, is fed with constant current /; and is forced to oscillation by the switching operation
of the two semiconductor switches T, and Ty. In series with the switches are the diodes D,
and Dy that block a negative current from flowing through the MOSFETs when the voltage
on them tends to become negative. The DUT is connected at the ends of C,, (nodes A and B).
For the simplification of calculations L, and L, will be considered as equal, but this fact

proves to be of no critical importance for the operation of the inverter, while also, unless

168



Chapter 6

stated otherwise, it will be assumed to be C,=C};. The current source /; consists of a variable
dc voltage supply in series with a relatively high inductance L; (L,>>L,), thus I can be
varied manually. For the inverter developed in this thesis, an inductor with L;=600mH and
saturation current 0.6A proved to be a satisfactory choice, whereas the value of L, in no case
exceeded 1mH. During the various tests, the maximum resonating currents encountered had
rms values of the order of 5A, whereas the amplitude of the current pulses in the switches
was typically lower than 0.3A and thus, the current /;, which is equal to the average of the
pulses of the semiconductor switches, also did not exceed 0.3A.

For ideal resonant inductors and a purely resistive load R;, there is a proportional relation

between /; and the peak value V,, of the output voltage [23]:

y
[N (6.1)
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|
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-

Figure 6.3: Power part of the inverter.
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which means that the variation of V,, is achieved by varying the current /;. As we will see
next in this chapter, in the case of non-ideal coils or/and non-ohmic load, the total losses can
be incorporated in the value of the —hypothetical- R; load resistance, while its inductive part
can be incorporated in the value of the inductive resonance 2L, and the analysis of the
inverter function remains the same. In (6.1) D is the duty cycle of the switches, i.e., the ratio
of their conduction time ¢,, to the oscillation period 7=1/f (thon/T)l. For ideal inductors,
constant control board time delay #; (¢; is explained in §6.4.2), and constant 7 and C,, the
duty cycle D of the switches depends only on the resistance R; of the load. That is, a change
of I, only affects V,, proportionally, according to the dependence we see in (6.1), and not D.
The capacitors C, and C, help to avoid a possible conduction overlap of the two switches,
which would cause a temporary short-circuit discharge of C, during their simultaneous
conduction [23]. Such an operation mode would distort the output voltage and would
overload the switches with high value current spikes on their turn on and voltage spikes on
their turn off [23]. Moreover, without C, and Cj, there would anyway be surges on the
switches on their turn off due to the constant current flowing through the resonant tank,
which now finds a conductive path to the ground through the two auxiliary capacitors. In
addition, these two capacitors contribute to the soft turn off of the semiconductor switches,
providing a relatively low voltage rise over them during the transient turn off effect. Their
series connection, with the ground reference as the common node, brings them in parallel to
the main capacitor C,,, making them actually part of the resonant tank.

For L,=L, and C,=C,, the total inductance in the resonant tank is 2L,, and the total
capacitance is C,+0.5C,. If we ignore the, insignificant in the general case, effect of damping
factors (at an open output operation, damping is mainly related to the losses in the resonant
inductors), the frequency of the output voltage, which is the self-resonance frequency of the

LC loop, is given by:

"1 the case of the present inverter, the conduction interval on the MOSFET semiconductor switches is only part of

their command interval, that is, the time at which the applied voltage between the gate and the source of a switch is
positive (Vss>0). While the end of the conduction interval is signaled by the end of the command period
(withdrawal of the voltage pulse from the switch’s gate), its beginning is determined by factors related to the

components of the power and control circuits (see §6.4.1 and Fig. 6.6).

170



Chapter 6

1

/= 27232L,(C,, +0.5C,)

(6.2)

For the variation of frequency, a change of the passive components in the LC loop is
required. Having a few inductor couples and some capacitors available, there can be a quite
satisfactory frequency sweep, up to the maximum limit of the apparatus, if all the LC
combinations are made. This sweep is not continuous; however, there can always be an LC
combination that is adequate for the oscillation frequency to be very close to the desired one,
if not matching. It is reminded that L, and L, may have different values and that any L,
inductor can be connected directly to the output, in parallel to the DUT, for finer frequency

adjustment, provided that the L, and L, are quite lower than L, (L, has no such restriction).

Yet, in these cases, the total equivalent inductance of the resonant tank should be correctly
calculated and is equal to LL,*tLp)/(L,tLytL;), instead of L,+L,=2L,, which we consider in
the general case.

The control circuit triggers the power circuit with an initial random oscillation and then,

L-C components
&
Semiconductors
switches

|

Constant
cutrent
s0rce

Dnving pulses of
semiconductor
switches

Figure 6.4: Block diagram of the inverter for high-frequency sinusoidal excitation of
magnetic components.

with the intervention of the user (opening switch), changes mode and tunes the operation of
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the power switches at the eigenfrequency of the resonant tank. The only input necessary for
its operation is the inverter’s output-voltage waveform. The block diagram of the overall

system is in Fig. 6.4.

6.4. Design of the inverter

6.4.1. Control circuit

The control circuit of the inverter, shown in Fig. 6.5, was designed to provide both the
device’s startup operation and its control in steady state. For this reason, it can either operate
as a closed loop, designed to feed the two power switches with complementary pulses, or
feed them with triggering pulses that offer the necessary initial disturbance in the resonant
tank for the start of the oscillation process. After a low amplitude ac voltage is achieved, the
operation can be set to the closed-loop mode if the user opens the switch S1 in the start-up
circuit.

The logic of the closed loop is to simply feed the MOSFET gates with 180° pulses (i.e. a
semi-period long) that change value at each output voltage zero crossing (Fig. 6.6). In
practice, this is done with a time delay ¢;, which, for the inverter to function properly, must
remain below 774 (§6.6.3). The rising edge of such a pulse reaches the gate of a MOSFET at
a time when the voltage on the MOSFET-diode series combination (i.e. the voltage at the
corresponding node A or B) is negative. The switch will turn on as soon as the voltage on it
becomes zero, tending to get positive values.

It is noted that in the following the time #;, which is required for the transient turn-off
effects of the switches, will be included in the time delay #;. This interval time, from the

withdrawal of the voltage pulse from the gate of a MOSFET to null drain current
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Figure 6.5: Control circuit of the inverter.

(only visible in the time scale of Fig. 6.6(b)), is typically equal to a few tens of ns and
depends each time on the given semiconductor. Therefore, as 7; will be considered the time
interval from the zero crossing of the output voltage V, to the termination of the turn-off
process of the corresponding semiconductor switch (Fig. 6.6(b)).

The reason that a separate triggering circuit (start up circuit) was built, based on the
National Semiconductors integrated LM3524, suitable for PWM control, is that, depending
on the losses encountered on the resonant inductors and the load, a disturbance caused by
some other method (e.g., a capacitor discharge) can have such a low amplitude, or may decay
so fast, that it is not possible to be detected by the control circuit. This is due to the dc offset
of the buffering stages and the difference amplifier before the comparator (Fig.6.5).

These stages are fixed to give an acceptable output signal, less than =12V, when the

supply is £ 15V (so that the on-chip transistors do not saturate), even for the maximum
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values of the V4 and V3 voltages, which may be as much as the voltage rating of the
MOSFETs (several hundreds of volts). This means that when the voltage V,=V,—V3 is only a
few volts, the output signals of the buffers to the difference amplifier, as well as the output

signal of the difference amplifier to the comparator, have amplitudes comparable

3000

-500W
15V

av

0.25 0.5 0.75 1 125 f(us)

Figure 6.6: Voltages V,, V3, output voltage V,=V,—V; and the voltage V', at the gate of
the switch Ty, as shown by the simulation, for (a) negligible control board delay ¢, and (b)
non-negligible ¢,.

with the output dc component of the integrated LM7171 (typical value 24mV). Eventually,
the comparator's input signal may be either desynchronized with the control circuit input

signal, or, for very small control circuit input signal, there may be no output at all from the
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comparator due to the dc offset of the difference amplifier. With the IC LM3524 we can
adjust the duty cycle and the frequency of the trigger pulses to ensure the start up of the
inverter in any case.

Moreover, it is very useful if two of the four resistors in the difference amplifier resistor
network are variable (trimmers). In this way and with the application of some test signals to
the input, prior to the inverter’s first operation (just once, at the final stage of the control
circuit calibration), it is possible to minimize the output dc offset and the common mode
rejection ratio (CMRR).

It is also important to note that the voltage dividers at the input of the control circuit must
be properly calculated for the maximum expected voltage at the points A and B. Also, it
helps a lot if the resistors for their implementation are mounted on the board, instead of
soldered, so that they can be easily replaced if such necessity shows up, such as when
applying the test signals mentioned above. It must be emphasized that the use of voltage
dividers has two main advantages over the use of Hall voltage probes (LEM components):
both the cost of the control board and its size are minimized. Of course, the use of simple
voltage dividers is possible here because the topology does not require galvanic isolation

between the two circuits (power and control) which have a common ground.
6.4.2. Resonant Tank

The output impedance Z, of the inverter or, in other words, the impedance between nodes

A and B at resonance is given by:

2L 1
%= 5C ) =02l 6.3
’ m o(C +05C) (6.3)

with o being the angular frequency (w=2xf). If L. is the resonating current, the inductors

should be made such that they do not saturate at its peak value, which is:
Iresp = Vop/ Zo (64)
The dc bias of 1,/2 at each inductor is, anyway, much lower compared to /,.y,. Moreover, for

the reasons mentioned earlier, the losses on the switches are practically negligible compared

to those on the inductors. It is also important to remember that, with increasing frequency and
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for a given current value, the amount of losses (copper and core) occurring in the inductors
rises, with a dependence not linear with frequency.

One main issue for the designer to take care of is the construction of the proper inductor
L that will guarantee a current in the resonant tank with no significant ripple throughout the
frequency range that the inverter will operate. At high frequencies, the parasitic capacitances
may short circuit the inductor, allowing a major high-frequency ripple of /; (at the oscillation
frequency in the resonant tank). Whereas for an improperly low L, value, there will be a low
frequency oscillation observed on the current /; and, consequently, on V,,, a situation seen in
the oscillogram of Fig. 6.7. This low frequency oscillation of V,, may be permanent or
transient just when a change in /;is attempted.

About the selection of the proper semiconductor switches and diodes, it may be said that,
despite that, under specific conditions, V,, can be much higher than the peak voltages
encountered at nodes A and B, these components should be selected with voltage ratings at
least equal to V,,. The maximum difference between V,, and peak voltages in A and B occurs

when we have a fast control board and low-loss resonant inductors (§6.8).

|
i
|

300pus/div
50V/idiv

Figure 6.7: Low frequency oscillation, superimposed on the output voltage, when
the value of L is not sufficiently high and therefore the current /; cannot remain
constant (oscillogram).
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6.5. Output voltage quality

For the reliability of the measurements that are to be taken with the use of the inverter, it
is a main concern that the output voltage should be harmonic free. Although the topology can
be easily driven to offer an ac voltage, the achievement of a clearly sinusoidal waveform is
not that simple and is a matter of taking into account several factors.

One issue to be investigated is the appropriate value for the ratio p of the main capacitor

value to that of the auxiliary capacitor:

p=CulC, (6.5)

It is experimentally observed that, the higher the value of p the lower the harmonic distortion
at V,. To understand and illustrate this fact, a series of simulations were performed for
various values of the parameter p. From the results of the simulations, Fig. 6.8 shows some
waveforms that are relatively hard to record experimentally. The currents at node A are
presented and it is clear that as p gets higher the disturbance at the current /¢, of the main
capacitor C,, the voltage of which is the output voltage, is less prominent. Therefore a high
value for p is desirable. However, it will be shown in §6.6 that p cannot take an infinitely

high value.
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50 60 70 80 90 ¢ (us)

Figure 6.8: Simulated current waveforms at node A for (a) p=2 and (b) p=10.

After several simulations and experimental tests, a choice of p between 10 and 20 proved to
be satisfactory, to ensure that the sinusoidal oscillation in the resonant tank is maintained
(§6.6) and that the output voltage harmonic content —to the extent that it depends on the value
of parameter p— is acceptable.

The losses of the load and the resonant tank insert a damping factor, which, at a high
value, can seriously distort the output voltage. To avoid this problem the inductors should be
designed for minimum losses, even at the highest frequencies, and the load impedance Z;
should have a value that is quite higher than Z,. Regarding the resistive character of the load,
thorough experimental investigation indicated that, for a mainly inductive load, it is a fine
choice if approximately Z;>5Z,, whereas for a mainly resistive load, it has to be at least
Z1>157,. From the expression (6.2) we understand that in order to achieve a specific
frequency we can choose from several possible L,—C, combinations. Taking (6.3) into

account, from the aforementioned discussion, it is evident that, as the resistive character of
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the load rises, combinations with low L, and high C,, are preferable. In Fig. 6.9 we see the
output voltage oscillogram for purely resistive load with R;=10Z,, in which the deviation
from the desired sine waveform is evident.

A combination of different capacitances C, and C, can seriously distort the output

voltage. Such an asymmetry is imposed when, for example, a simple passive probe is used to

/
/ N/
1ps/div /

50V/div

Figure 6.9: The output voltage for clearly resistive load R;=10Z, (oscillogram).
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Figure 6.10: Distortion of output voltage due to the parasitic capacity when a
passive voltage probe is used (oscillogram).
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sense V,, because its parasitic capacitance comes in parallel to one of C, or Cj (Fig.6.10).
This problem can be overcome if an active differential voltage probe is used.

Different response times of the control board for the rising and the falling edge of the
output voltage do not affect the harmonic content of the output voltage (as long as it remains
t4<T/4 at both semi-periods, §6.6.3). In the control board designed for a prototype of the
converter [162], [164] the comparator response times on the rising and falling edges of its
input signal varied by approximately 200ns. In Fig. 6.11 we see the effect of this asymmetry
on the voltages ¥, and V3, which shows that the two switches’ conduction intervals are not
equal due to the difference in the ¢4, and ¢4 delay times of the control circuit. However, in
such a case, the amplitude of the current pulses remains equal in both switches (Fig. 6.12)
and the only point of caution under these conditions is that the switch with the longer
conduction time interval incurs excessive losses compared to the other one. The analysis that
follows does not consider such a possible asymmetry. Therefore, it will be assumed that the
period T consists of two equal #,, conduction intervals (one for each switch) and two equal

intervals 7. during which both switches are off (see Fig. 6.6):

T=21+2t,, (6.6)

.td @ tdb fc
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Figure 6.11: Voltages V,, V3 and V, with asymmetric operation of the control
circuit (oscillogram).
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Figure 6.12: Output voltage and current pulses in the semiconductor switches, with
asymmetric operation of the control circuit (oscillogram).

6.6. Theoretical and experimental analysis of the inverter operation

6.6.1. General issues

Some power electronic applications, e.g. resonant converters, have started to extend into
operating frequencies from several hundreds of kHz up to a few MHz (§3.3.3). For this
reason, it would be quite helpful for making test measurements to have an excitation source,
like the one presented, operating at these frequencies. In the following, there is an
investigation of the limitations of the presented inverter, related to fundamental constructive
parameters, so as to reveal the way to extend its operation to a frequency range as wide as
possible, while maintaining the output voltage quality within acceptable limits.

We define the time from the zero crossing of V, to the turn-off of the corresponding
switch (switch Ty) as ¢,=t,-t; and the following time interval, when both switches are off and
C, is charged back to zero voltage, as t.=¢5-t, (Fig. 6.6(b)). By examining the charge balance
in C, (since C,=Cj nothing would change in the analysis if C;, was examined) and by
assuming ideal components (inductors and capacitors) and a clearly resistive load R, it

follows that [23]:

d -L—%sm 27k + A) (6.7)

4R, 1-22

a

sin 2kz =
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where, in order to facilitate the analysis, the following symbols have been used:

k=tJT,  J=tJT (6.8)

Expression (6.7) takes into account the dc current /; entering the resonant tank [23].
Although, for the derivation of (6.7), ideal components and a clearly resistive load were
assumed, this condition is not a restraint in the analysis that follows, as will be explained in

the next paragraph. With (6.7) as the starting point, we will get some useful results.

6.6.2. The case of negligible delay in the control circuit response

In this paragraph is the investigation of the constructive limitations of the proposed
inverter in the case when the response time ¢, of the control circuit is a negligible fraction of
the resonance period 7. As will be shown in the following paragraph, this case corresponds to
operating frequencies relatively low compared to the maximum operating frequency
boundary of the control circuit.

For an open output operation (no-load) and a non-zero frequency, the coils give the main
loss factor in the resonant tank and it is true that for any non-zero frequency each of them can
be represented with an impedance wl, in parallel to a resistance Ry, (Appendix V), where of
course this resistance represents the total losses in the coil (copper and core losses). Studying
the resonant current (we ignore the comparatively low current /;), the two resistances Ry, and
R, at the two resonant inductors carry the same current component (we assume inductors
with identical characteristics, i.e., R;,=R;» and L,=L;), and since we are concerned for the
open-circuit operation, the sum R;,+R;;, which is equal to 2R;,, can take the place of the load

resistance R; in the previous analysis (Fig.6.13):

R;=2R;, (6.9)
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Figure 6.13: The resonant tank with no load connected. Since the two resonant inductors are
identical, in the analysis the sum of their equivalent parallel resistances R, ,tR;s,=R;tR»=2R.,
can take the place of the load resistance R;, which is parallel to the main capacitor C,,. In the
above conversion it is Ry, ,=R;4, Ru»,=Ri» and L,,=L,, L,,=L, and it is also assumed that
L,,=L,,and L, =L, (Appendix V).

If we name g the ratio of the resistance R;, of a resonant inductor to its inductive reactance:
g=Ri./oL, (6.10)
(6.9) can be rewritten as follows:
R, =gw2L, (6.11)

It is important to remember that, with increasing frequency, the core and copper losses of a

given inductor increase, leading to a drop in g. At resonance, it is (also see (6.3)):

1

2L, =
o(C, +0.5C,)

(6.12)

and given now that the condition p>>1 is applied for minimum output-voltage distortion, it

follows from (6.12) that:

w2 ;L (6.13)
oC
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and (6.10) becomes:

R =g =g (6.14)

Since . is the time interval when none of the switches is in conduction state (Fig. 6.6), the
necessary condition to have an oscillation, with the obvious limitation that D<0.5 (also see
(6.6)), is the existence of an even small interval 7. (it is reminded that it can never be D=0.5

due to the capacitors C, and Cj, [23]). This condition can be expressed as:
A>0 (6.15)

However, in both experimental observations and simulation results, output-voltage harmonic
distortion is clearly apparent at operation with 4<0.04 due to the high loading (low R; values)
that generally corresponds to this case. Thus, the condition 4>0.04 ensures an oscillation with
an output voltage of low harmonic content, and therefore, the previous condition for securing

sinusoidal oscillation in the resonant tank i1s modified as follows:
2>h=0.04 (6.16)

In a case when £ can be considered very low compared to A, even when /A takes low values of

the order of 4, we may approximate:
k=0 and ktizA (6.17)

If we substitute (6.5), (6.14) and (6.17) in (6.7) we get:

1
—

s A

sin 247 0.04<1<0.5 (6.18)

I
g

The condition 4<0.5 follows directly from (6.6) (also see (6.20)). Studying (6.18), we are

interested in the value of the ratio p/g at the limit where 4 approaches zero, which is:
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1im(£j=£=0.637 (6.19)
T

A0 g

This value can also be read in Fig.6.14, which shows the graphical representation of (6.18),
as the intersection of the extension of the graph curve with the p/g axis. At the same figure,
the simulation results are presented, giving a corresponding value of approximately 0.70 and
the measurements on the inverter giving an approximate value of 0.80. If we set / as the
minimum acceptable value for 4, the corresponding marginal p/g values are a bit lower (e.g.
from the theoretical curve representing (6.18) the approximate value is about 0.59). From the

technical point of view, the case where #; can be considered negligible refers to a frequency

s \ + simulations
D.4F N + experimental

: —— theoretical (k= 0)
0.3

0.2

0.1

0 .1 0.2 0.3 04 0.5 0.5 0.7 P-"IH

Figure 6.14: Graphical representation of (6.18), experimental investigation, and
simulation results.

that is very low in comparison to the maximum frequency that the control board can handle
(§6.6.3).Thus, the information given in Fig. 6.14 actually indicates the worst permissible
design choices for the resonant tank at relatively low and intermediate frequencies, and the
value p/g=0.637 should be kept as the most appropriate maximum limit to ensure the
sinusoidal oscillation. This result stresses the importance of designing low-loss resonant

inductors (with high g value), but also puts a technical restraint on the maximum value of p.

185



Chapter 6

6.6.3. The case of non-negligible delay in the control circuit response

As the operating frequency of the inverter rises, the control board response delay ¢,
becomes a considerable fraction of the resonance period 7. In this paragraph, we investigate
the manufacturing constraints of the proposed inverter in this frequency range.

From (6.6) it comes that:
2+D=0.5 (6.20)

From (6.7) and (6.20), it comes that with all other parameters kept constant, when R rises, as

a result, 4 rises and D drops. For R, - o (i.e. for ideal inductors with g — o0 when we

analyze the open-circuit operation) it should be 4 — 0.5 and D — 0. However, (6.7) was
derived in [23] with basic assumption that the power V/; offered by the dc voltage supply is
equal to the power VOZ/RL delivered on the resistive load. This consideration does not take
into account the various non-idealities in the resonant tank (further than the inductor losses
that we have included in the R; value) or on the semiconductor switches. If these non-

idealities are taken into consideration the following inequality must be valid:

i .L—&smzyz(kmpcasmzk;z (6.21)
4fR, 1-21 2 2

The condition expressed by (6.21) gets important when p/g drops and puts a restraint on the
minimum value of D when p/g— 0. If (6.14) and (6.20) are substituted in (6.7) we get the

expression:
L % 1 212)D sin[7(0.5 + 2k — D)]cos[7(0.5 - D)] (6.22)
g 7 1-

Figure 6.15 contains the plot of (6.22), giving the duty cycle D of the switches as a function

of the ratio p/g (D curves), with k as parameter.
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Figure 6.15: Graphical illustration of (6.21) (D,,;, curves) and (6.22) (D curves) and
simulation results, with k£ as a parameter, for (a) 0<p/g<1 and (b) 1<p/g<3.3. The region
above a D,,;, curve is the region of validity of (6.21).

In Figure 6.15(a) are also plotted the D,,;, curves, that illustrate inequality (6.21), with k as

parameter (the same k values as for the D curves) and in which, for a given £, (6.21) is valid

at the region of the graph that extends above the corresponding D,,;,, curve. At last, in the

same figure are the simulation results for & equal with 0.12, 0.15 and 0.16. The simulations

for £=0.12 and £=0.16 are with p=20 and those for k=0.15 with p=15. It can be seen that, at

high p/g values (6.22) is valid. In the low p/g range, where the non-idealities of the power

part of the inverter get important, (6.21) prevails, and for p/ g — 0, the duty cycle D is a bit
higher than 2k.
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Another conclusion from the previous discussion is that, for £ — 0.25 it isD — 0.5,
independently from the specific p/g value (even for p/g— 0). Hence, the following condition

expresses the maximum frequency limit that a control board can handle:

k<0.25 (6.23)

As an example, with a control board characterized by a response delay #,=0.25us, the
maximum attainable operating frequency can be IMHz, while if 7,=0.5us the corresponding
frequency is 500kHz. As already mentioned, due to the capacitors C, and Cp, it can never be
A=0 and if operation at a frequency with £>0.25 is attempted, as it has also been
experimentally verified, the operation of the inverter continues with f;<f.., and a highly
distorted output voltage waveform.

At the high-frequency range of the inverter operation, which is our concern here, we
accept that there is an appreciable time delay #;. Moreover, in search of the limit when 4 — &

we also assume that A<<k. Under these conditions, the following approximations are valid:

k+A=k (6.24a)
1-24=1 (6.24b)

If (6.24a) and (6.24b) are substituted in (6.7), we get the following approximate solution for

t.:

4R,
T

t =

c

C, sin2kr (6.25)

And if we substitute (6.5) and (6.14) in (6.25) we get the expression:

ﬁzi.smﬂm (6.26)

2

7~ (plg)

In this way, the necessary condition (6.16) for a sinusoidal oscillation to exist becomes:

go 2 Sz, (6.27)

2

7~ (p/g)
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The expression (6.26) and the corresponding inequality (6.27) indicate the maximum
operating frequency of the inverter in the case of a non-negligible delay #; of the control
circuit, as defined by the constructive parameters g, p and k. At frequencies for which ¢, is not
negligible the operation of the inverter is limited by (6.23), which is a necessary condition in
any case, otherwise it is limited by (6.27). That is, if the inequality (6.23), which is related
solely to parameter £, is satisfied, then the three construction parameters p, k and g must
satisty the condition expressed by (6.27) in order to have a sinusoidal oscillation.

Taking into account the above discussion, we may now conclude that (6.27) implies a
limitation at the rise of the value for p, (for which we want a value as high as possible),
always dependent on the values of the parameters g and k. It also indicates that, for the
achievement of higher frequencies, it is not enough just to have a faster control board (so that
(6.23) is satisfied), but also a lower loss resonant tank i.e., carefully designed resonant
inductors with high g value even at the targeted high frequencies.

As a primary verification of (6.26), a set of simulations was carried out for £=0.10. The

ratio p/g is varied by varying both p and g, and 4 is recorded.

0.2;

0.15;

0.1:
simulations
0.05: —— theoretical
1] 0.5 1 1.5 2 25 3 [P}rq:'-"

Figure 6.16: Theoretical (eq. 6.26) and simulated variations of the ratio 1=t./T versus (p/g)"

for £=0.10. Convergence is observed, as expected, for low 4 values.
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The graph of (6.26) for this £ value and the simulation results are shown in Fig. 6.16. It is
clear that, as A approaches the values for which (6.26) was derived (A<<k), the formula and
the simulations converge.

Further than this computer-aided verification of (6.26), it was necessary to proceed with
some experimental support of its validity. The final improved control board, presented in
details in §6.4.1 (Fig. 6.5), in contrast with the original design mentioned above, operates in a
perfectly symmetrical manner, thus allowing the experimental verification of (6.26). The
method for taking measurements is based on varying parameter p by changing, for constant
Co, the value of C,. Time ¢, is measured on the oscilloscope. From (6.2), it is evident that the
frequency remains in a restricted range even for major changes in C,, as long as it is
C.>>C,, and thus, since the frequency varies only slightly, parameter g varies only slightly
too.

The value of g is determined by measuring the total power consumption in the resonant

tank (i.e. in the resonant inductors) as P, :<V0 -]m>and assuming that the L, inductance,

when the resonant inductor is represented as an inductance parallel with a resistor, is the
same as in the series representation (L,,=L,s=L,, see Appendix V), which was measured
using a bridge (details on the method of measuring power consumption can be found in Ch.
7). This latter assumption generally applies to inductors with a sufficiently high value for g.
For the inductors used in the specific experiment, g ranged between 4 and 4.5 at the
frequencies of measurement (about 250kHz). Given Py, l.;, @ and L, we can easily
determine R;=R;, and hence g can be determined from (6.11).

Parameter k can be adjusted by connecting some proper value resistors in series with the
MOSFET driver output. For the maximum 60Q of this resistor, a total delay #,=550ns was
achieved. In this experiment the intention was to keep parameter & as low as possible.

In the graph of Fig. 6.17, the points correspond to measurements for k& values between
0.118 and 0.135. This is because, as C, varies, for a given delay #;, the correlative slight
variation of frequency results to slightly different k values, despite any compensatory action
with changes in the value of the resistance at the MOSFET driver outputs. A comparison
between measurements and the graph of (6.26) shows the convergence of the two for low 4
values, the range for which the formula was derived.

It has to be reminded at this point that all the aforementioned analysis refers to the open

output case. If a load is connected to the output, the analysis is still valid if the actual value of
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g is introduced in the equations. In this case, g is a function of the resonant inductor

impedance and of the load impedance too. In the same way, the actual value of p has to be

0.18 k=0.1181
0.14
0.12
0.1
experimental
0.08 ——— theoretical
N =gs 0.6 0.7 0.8 0.9 1 11 [p;g}-‘l

Figure 6.17: Experimental validation of (6.26) that describes the converter’s operation
for non-negligible control delay ¢, at low 4 values.

taken into account if the load shows some capacitive character.

Closing this section, we may review the extracted conclusions as follows:

(a) The maximum frequency that the control board can handle is f,,,.=1/4t;, where 2, is
the sum of the time delay in the response of the logic part plus the time necessary for
the turn-off of the switches.

(b) At low and intermediate operating frequencies (much lower than f,,,,), where #; can be
considered negligible, the operation of the inverter is limited by the condition
p/g<0.637.

(c) At high frequencies (comparable to f,.), given that (6.23) is valid, inequality (6.27)
must be satisfied for a sinusoidal oscillation to be possible.

(d) In both cases (b) and (c) the imposed conditions put restraints on the maximum
permissible value of parameter p (which otherwise must be as high as possible for
minimum output-voltage distortion). They also, indicate the necessity to have a low-

loss resonant tank and a fast control board to ensure both the maintenance of a
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sinusoidal oscillation and the achievement of the highest possible operating

frequencies.

6.7. Optimization of the inverter construction

Having had investigated all the factors that affect the quality of the output voltage and the
upper frequency limit of the inverter, the control circuit presented in §6.4.1 (Fig. 6.5) was
designed. The investigation of these factors heavily relied on experimental observations on a
prototype inverter [162], [164]. The improved electronic circuit has a faster response
(compared to that used in the prototype inverter) and components of improved features were
selected for the power part in order to extend the frequency range of the inverter further than
the 250kHz limit of the prototype, with the output voltage being kept as high as possible at
the same time.

Resonant inductors were constructed for high voltage and high frequency operation. The
ferrite grade Ferroxcube 3F4 was used, suitable for frequencies even higher than 1MHz.
Inductor coils were formed with bunched wire of 0.20mm diameter strands, extra insulated
along its full length, since the low number of turns on each inductor ensured a high voltage
among adjacent turns.

The improved inverter control circuit (Fig. 6.5) was designed to be simpler and faster
than the original by incorporating fewer and faster components. All the ICs in the analog zero
crossing detection part, i.e. the operational amplifiers for the implementation of the buffering
and the difference amplification stages, as well as the comparator, have been replaced with
faster ones. The buffering stage originally connected after the difference amplifier [162],
[164] has been completely eliminated. It should be noted that, as the input signals (V4 and V3
voltages) are sinusoidal functions of time, the critical information for selecting the
appropriate op-ams in the buffering and amplification stages is in the examined IC’s
amplitude-phase diagram (Bode diagram) and not in the pulse response also given in the data
sheet.

In the digital part that follows, fewer gates have been used to implement the logic of
complementary pulses. The total time delay #z; from output voltage zero crossing to the
MOSFETs turnoff dropped to about 100ns, from about 500ns in the prototype, making it

—theoretically— suitable for frequencies up to 2.5MHz, in accordance with what was
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mentioned in §6.6.3. However, the power consumption of the MOSFET drive circuits used
(ICL7667) has put a barrier to the uninterruptible operation frequency at IMHz. Frequencies
greater than 1MHz, up to about 1.5MHz, were only possible for short periods of time before
the MOSFET drivers overheat and the operation had to be terminated. Note that an
improvised forced convection heat sink was used to cool the drivers. Increasing the resistance
in series with the output of the MOSFET drivers has only a low effect on limiting the
temperature rise of these ICs, as there is also a significant power consumption at their input
stage. Moreover, increasing this resistance increases the overall delay #,, canceling this way
the original intention, i.e. the construction of a fast control board. In a future redesign of the
control circuit, one possible solution for driving the MOSFETs at such high frequencies
(further than the search for a suitable IC) may be the incorporation of resonant drive circuits,
as described in [139].

Given the extremely high frequency of operation of the inverter, great attention should be
paid to electromagnetic noise and ripple issues in the supply voltages of the logic circuit.
Two are the main concerns of the designer:

a) The paths of the currents in the resonant tank should be as short as possible and the
power circuit should be sufficiently distant from the control board. Proper space
arrangement of the resonant inductors is important as the large current in them and the
existence of a gap in the outer legs of their cores contribute to the existence of a large
electromagnetic emission from them to any adjacent circuits.

b) The pulse current paths in the control circuit must be of minimum length to avoid as
much as possible ripples in the supply voltages due to the self-inductance of the above
paths. Such significant currents are those from the drivers to the MOSFET gates.

Given that we want to avoid the creation of a separate supply unit for the MOSFET
drivers, which this way could be positioned near the semiconductors, away from the rest of
the control circuit, it is understood that the latter requirement runs counter to that for
maintaining a sufficient distance between the power and control circuits. What we eventually
do is to choose a middle ground solution (in the device developed this distance was about
S5cm) by making sure that there are both electrolytic and polyester (MKT) or polypropylene
(MKP) bypass capacitors installed right next to the MOSFET drivers.

In the case of the device developed there was no need for electromagnetic shielding of the
resonant inductors. However, care has been taken that the current paths, in both circuits,
control and power, do not create loops and also that opposite currents are in spatial

proximity, thereby severely limiting the creation of unwanted magnetic fields (EMI).
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At 1.04MHz, the rms output voltage and the rms resonant current did not exceed 450V
and 1A, respectively, due to overheating of the inductors. In accordance with the analysis
presented in §6.5 the rms current at some mainly inductive loads tested did not exceed 0.3A.
In Fig. 6.18 we see the waveforms of the V, and V, voltages at this frequency and in Fig. 6.19
the Fourier spectrum of V,. From the study of the spectrum of V,, it comes that the 31

harmonic component, is kept at —50dB below the fundamental, i.e., less than 0.5% of it.
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Figure 6.18: Oscillogram of ¥, and output-voltage V, of the inverter at 1.04MHz.
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Figure 6.19: Fourier’s spectrum of the output voltage at 1.04 MHz operating frequency.
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6.8. Maximizing the output voltage of the inverter

In this paragraph, it is shown that the peak output voltage of the presented inverter, under

specific conditions, can be up to 2 times the voltage rating of the semiconductor switches in
the power part and that, in the general case, the MOSFET switches incur higher cut-off
voltages than the diodes.

After a T, conduction time interval, at the time interval (¢4, t5) (Fig. 6.6), when both
switches are off (it is #5-t,=t.), the series connection of C, and C; (Fig. 6.3) is under V,

voltage. In the general case, it holds true that:

A >> L (6.28)

2 dt 2

Hence, in order to investigate the form of the voltages at the nodes A and B we may neglect
the effect of the dc current /; entering the resonant tank and consider a sinusoidal oscillation

of the relevant voltages and currents. Under this scope, it is:

Ve(t)=V psinew(t-14) and  Vy(O)=V,nsino[t-(25-T)] (6.29)

The values V), and V), result from the solution of the following equations (also see Fig. 6.6):

Va(t=ts) = V,psin2a(k+2) (6.30a)
Va(t=ts) = -V,psin2kn (6.30b)

and finally it is:

sin2z(k+ A1)

Vv =y =7 6.31a
P ein2An ( )
y -y Sin2km (6.31b)

PP sin 24

According to the analysis presented in §6.6.3 the condition k=D/2 can only be marginally
valid for a power circuit with nearly ideal components and when p/g— 0. In the general case,

it is:
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k<D/2 < A<0.5-2k (6.32)

If Vy, and V,, are the peak cut-off voltages encountered on the switches and on the diodes

respectively, we have to consider three different cases:

One is when:
k+A>1/4 and 0<i<1/4 (6.33)
Vip=Vopsin2a(k+4), Vip=VopSin2mk (6.34)

the second case is when:

k+i>1/4 and  1/4<i<1/2 (6.35)
Vsp: Vpp; Vdp: V}m (636)

and the third one is when:

kti<1/4 (6.37)
V=V,  and Vip=Vopsin2rk (6.38)

If we also take into account (6.20) and (6.32), we may easily conclude that, in any of the

above cases, it will be:

sin2z(k+A)>sin2kn (6.39)

and, therefore, it is always Vy,>Vy,.

From the practical point of view, the most interesting case is when ¥V, gets minimum i.e.,
quite lower than V,,, because this means that a maximum output voltage is attainable within
the given voltage rating of the MOSFET switches.

When (6.37) is valid, it generally means that there is a high-loss resonant tank (low R;
values; it is reminded that R;=2R;, expresses the losses in the inductors if we refer to the
open circuit operation) or/and a slow control circuit (high & values). It is V,=V,,, and the

only way to overcome the limitation imposed by the voltage rating of the switches (and fall
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into one of the previous two cases expressed by (6.33) or (6.35)) is to design lower loss
inductors and reduce the response time of the control board.

The condition expressed by (6.33) corresponds to a general case with a slow control
board, regardless of the specific value of R;, which may be even high (well-designed low-
loss inductors, if we refer to the open output operation). For a reduction of V, the sum k+4
must rise. From the analysis presented in §6.6.3, it is evident that a rise of R; will only have a
restricted effect in the direction of increasing 4. Hence, the main requirement in order to rise
the sum k+4 is to reduce k by designing a faster control circuit and, further than that, if
possible, to also reduce the losses in the resonant tank. Note that, in such a case, a drop of £
by Ak would lead to an approximate rise of 4 by 2Ak hence, the sum £+4 would rise by about
Ak.

At last, (6.35) corresponds to the general case of a quite fast control circuit with low
loading at the resonant tank, (i.e., with well-designed inductors at the specific frequency, if
we study the open output operation) and Vj, is normally well below V,,. The maximum V,

cut-off voltage on the MOSFET gets minimum when £ - 0 and R, — .
Note that, given that (6.32) is always valid, in the previous discussion, the maximum

possible value for the ratio V,,/Vy, is V2, and that, for given p, any change in the value of R,

is reflected to an inversely proportional change in the value of the ratio p/g.

197



Chapter 6

198



Chapter 7

CHAPTER 7

ISSUES RELATED TO MEASUREMENTS ON MAGNETIC
COMPONENTS

7.1. Introduction

At several points in the previous chapters we saw the importance of the experiment in
order to confirm a theoretical study or to determine the values of various useful parameters
necessary for the application of a theory or method. Following, in this chapter, we will
discuss some of the ways in which experimental measurements can be made on magnetic

components, as well as a few minute points about this object that need special attention.

When referring to magnetic components, some of the most fundamental issues to which
the experiment is called upon to answer are the determination of the copper losses P¢, and
the core losses Pp, separately or that of the total losses P;,. In some cases it may be desirable
to separate between the specific hysteresis losses P, and the eddy current losses P, ciqy In
the core. Furthermore, the application of some models or methodologies often requires
knowledge of some of the ferrite manufacturing parameters, which are not available in the
manufacturers’ data sheets and therefore need to be derived experimentally. As an example,
we mention the various parameters in the hysteresis models (Ch. 2), the thermal resistance Ry
of a magnetic component (Appendix II) etc. In the following, the parasitic capacitance of the
winding will be considered negligible, an approach which is practically correct when the
magnetic component has been carefully assembled and when the harmonic content of the
current at frequencies corresponding to high order harmonics is also negligible. We start this
study with the issue of power loss calculation in a circuit by recording the voltage and current

waveforms.
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7.2. Determination of the total power loss

7.2.1. General issues

The total power P, dissipated in a magnetic component is given by:

T

= % [i,()-v, (0 (7.1)

0

where i,(7) and v, (?) are the current and the voltage in the primary excitation winding, while

T is the period of the excitation signal. In cases where technical difficulties prevent direct
measurement of v,, it can be assumed that the voltage v,(¢) in a properly positioned secondary
winding is the same (same form and same phase) as that of the primary with a transformation

ratio Ny/N, and thus (7.1) becomes:

N, 1¢
tot :V _!). t)'VS(t)dt =

T
P_. £)-v. ()dt 7.2
NR TOVR()VS() (7.2)

~|

where vg(?) is the voltage on a resistor R, in series with the primary winding, while the
secondary winding is only used to measure the induced voltage v, (with a practically
negligible current) [57]. However, in cases where the core is not excited with sinusoidal
waveforms, it is advisable to avoid the use of (7.2), since the magnetic component acts as a
frequency filter and the induced voltage waveform appears distorted with respect to the
primary voltage. The same is true —in part— even for sinusoidal waveforms, since there is
always a distortion due to the nonlinearity of the hysteresis curve, although this nonlinearity
can generally be ignored if there is a gap in the core of the magnetic component. Moreover,
the approximations made when using (7.2) deviate from the actual conditions when there is
another secondary current carrying winding. For a loaded transformer, in order to determine
the losses, the input and output active power must be determined and subtracted. Hence, it is
more appropriate to separately record v,(¢) to determine the total losses. In any case, after all
the preparatory steps have been made, the measurements should be taken within a short time
so that the temperature of the magnetic component does not increase significantly, unless it is
of our interest to study it at a particular temperature, when it has come in thermal equilibrium

with its ambient surroundings. It is reminded that losses in both the core and the winding
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vary with temperature. The dependence of copper losses on temperature is an issue discussed
in §7.4.

It should be mentioned, however, that even today, calorimetric devices are considered to
be the most accurate in determining the total loss dissipated on a magnetic component [28],
[115], [118], [169]. In such a device, the magnetic component in question is immersed in the
flow of a fluid of given heat capacity inside a thermally insulated tube. The losses are
calculated if the fluid flow rate and the fluid temperature increase at the tube exit relative to
that at the tube entrance are known quantities. However, this method has almost been
abandoned as it presents many technical difficulties. The sample size for example is a critical
quantity, since typical calorimetric setups are not usually available in any large size, nor is it
simple to make some corresponding improvised setups. The special insulating oil to be used
as a calorimetric fluid is also a material not always readily available. Especially for high
frequency measurements, another issue that needs to be addressed is the precise knowledge
of the effect of the sample connecting terminals on the excitation device, as these will
inevitably be relatively long [118]. Finally, we must not forget that the sample to be tested
must be a prototype, made solely for the purpose of measurements, since, given its
immersion in the calorimetric fluid, for a magnetic component to be used later on the
calorimetric procedure is excluded.

Contrary to that, the ability of modern recording systems to acquire data at very high
sampling frequencies and digitally store them enables us to process information on voltage
and current waveforms. The suitable software for this processing is often integrated into the
functions of the acquisition system itself and thus the calculation of losses with eq. (7.1) is

facilitated, even for high frequency and high harmonic content waveforms.

7.2.2. Measurements of specific ferrite loss at high frequencies

In the design of magnetic components for power converters, it is a common practice to
decrease the amplitude of magnetic induction B,,, in the core as the frequency increases.
This is to keep the total specific losses of the core under a critical value over which
overheating occurs (Appendix II). Another fact is that the data sheets provided by the ferrite
manufacturers contain information on specific losses up to a frequency limit for which each
material is recommended as appropriate. The truth is, however, that magnetic component
designers often exceed this boundary by keeping B, sufficiently low and arbitrarily extend
the curves contained in the data sheets to approximate the specific losses. The mistake in this

procedure is that, as will be explicitly presented in the following, actual losses are quite
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higher than expected. Up to the suggested frequency limit, for each specific ferrite grade,
losses are mainly due to hysteresis. If, in some cases, they do not increase in a perfectly linear
manner with frequency, this is due to the dependence of the hysteresis loop shape on
frequency, but also due to the slight increase of eddy currents, which in any case, are kept
nearly insignificant. Over the aforementioned frequency limit, electrical conductivity and
eventually eddy current losses increase abruptly [140], [142]. For even higher frequencies,
the dominance of other loss mechanisms, e.g. excess losses and electromagnetic resonance in
the bulk of the core, further increases the power dissipation [22], [60], [104], [124], [133]
(see also Ch. 2).

For the ferrite grade Epcos N27, specific loss data are given for frequencies lower than
200kHz [140]. Even so, it is commonly used, with low B, values, up to frequencies double
as that, especially in laboratory applications. It is undoubtedly informative to experimentally
find the losses for frequencies higher than 200kHz.

Using the current-fed resonant converter presented in Ch.6, a core E42/21/14 with N27
ferrite grade was excited with a sinusoidal voltage at magnetic induction B,,,,=25mT and
Buax=50mT, at room temperature and for frequencies in the range from 95kHz to 440kHz. In
order to avoid a possible temperature increase of the piece under test, each measurement was
taken in a short time (a few seconds), and the interval between successive measurements was
several minutes. Measurements at frequencies below 200kHz helped verify the measurement
method. The current 7, in the excitation winding on the piece under test was measured by
sensing the voltage on a shunt low-inductance resistor in series with it. The applied voltage v,
(the output voltage V, of the converter) sensing was carried out with the help of a differential
active probe similar with that used for the current sensing. Using similar active probes for
sensing both v, and i, (instead of using, for example a Hall effect probe for sensing the
current) eliminates the effect of a possible phase-shift error due to the electronic part of these
probes [38], [57], [85]. For the frequencies of interest, the inserted error due to parasitic
components (capacitance of the probe and inductance of the shunt resistor) was calculated
and found negligible. Approximate calculations of the copper losses on the excitation
winding indicate that they can be considered negligible compared to the losses on the ferrite
(typically, less than 5% of the overall losses). Thus, their accurate separation from the ferrite
losses, e.g., with the use of an auxiliary secondary winding, as described in [104] and [118§],

was judged unnecessary for the purpose of the present experiment. Dissipated power
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P, = P, was automatically calculated by the data acquisition system (digital oscilloscope HP

tot —

54820A Infinium Oscilloscope, 2Gs/sec) as:

P, =(v,(t)-i,(t)) = Py, (7.3)

It is necessary to remind here that, with increasing frequency the inductance of the load
decreases slightly due to a decrease in the initial permeability of ferrite and its ohmic part
increases significantly due to increased losses. Hence, the phase shift between v,(¢) and i,(?)

drops well below 90° and the measurement accuracy improves [115], [148] (see also §7.3.3).

The results of these measurements are shown in Fig. 7.1. The solid lines represent the

given curves in the data sheet, their extensions are denoted by the dashed lines, and the
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P, — data sheet * ]
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+ + experimental ==
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Figure 7.1: Specific losses of N27 material according to data sheet (for /<200kHz) and
according to experimental measurements.

measurements are shown as experimental points.

It is clear from the graph that, in the range of 400kHz, the specific losses are about three

times the expected value, according to the data given for lower frequencies.

203



Chapter 7

7.3. Recording of the hysteresis loop

7.3.1. General issues

Someone may want to know the hysteresis loop of a material for reasons mainly related
to the determination, through simple known formulas, of the core losses, but also to the
calculation of the magnetic permeability x, when parameters such as the gap width, the
effective cross section and the effective length of the magnetic path within the material are
known quantities. We have also seen in the various models for the hysteresis (Ch. 2) some
parameters, for the determination of which it is sufficient to know the low frequency
hysteresis loop (static loop). Some others need to know the magnetization curve or the non-
hysteretic curve, for the acquisition of which there are specific experimental methods.

An example of using the data obtained from the experimental acquisition of the hysteresis
loop is the determination of the parameters of Jiles — Atherton model to be imported into the
PSpice software [57], [85]. In [85] there is a detailed presentation of the way one can
calculate the parameters of Jiles — Atherton model from the hysteresis loop and the
manufacturer’s data. When the specific material from which the core of the magnetic
component is made is not already included in the software libraries, with the import of the
correct values for these parameters into the software, the harmonic content of voltages and
currents is more accurately described when simulating a circuit. It is also possible to use
PSpice to predict the form of the high frequency hysteresis loop [57], [85]. Necessary to note,
of course, that this must be done with caution when the piece under test is a ferrite, since Jiles
— Atherton model does not refer to soft ferrites. In other words, the import of the
experimentally determined parameters of the model into PSpice will not give the actual non-
hysteretic curve, neither the actual hysteresis loop. Starting from the experimentally
determined values, one has to change them slightly until the predicted curves coincide with
the experimental ones.

In the rest of this section, eddy currents losses are considered to be negligible, i.e. we
consider ferrites and frequencies below the critical value for which eddy currents become
significant, as mentioned in Ch. 2. At the end of the section there will be a reference to the
case where the eddy currents cannot be considered negligible.

The classic method to record the hysteresis loop is based on the fact that the induced

voltage v (¢) on a secondary winding with N; number of turns, located on the core to be

measured, is connected to the magnetic induction B(¢) by the equation:
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Bmz;

SAjngdz (7.4)
where A is the area of a turn, given that it is the same for all the turns. It is obvious that, in
order to measure B(f) correctly, 4 must be equal to the cross-sectional area of the core,
otherwise the leakage flux affects the measurement. Moreover, in cores with any of the
widely used shapes (e.g. E, EI, U), the cross-sectional area varies along the magnetic path,
and hence the effective cross-sectional area A.; should be used in the place of 4, provided
that the measuring winding has only one layer. When applying (7.4), as in the following
analysis, we consider an average value for the quantities H and B and we ignore any local
variations due to the shape of the core. To minimize the above errors it is more appropriate to
use a toroidal core, in which the leakage flux is practically negligible and the cross section
constant. Moreover, when it comes to the characteristics of the material it is important that
there is no gap. For a core commercially available in two pieces, perfect contact between
them is impossible. Of course, the error is low if the two surfaces have been thoroughly
cleaned prior to joining and both parts are subject to a sufficiently strong clamping force, as
specified by the material manufacturer [140], [142]. However, this problem is also absent
from the toroidal core, which consists of one single piece.

The second equation upon which the acquisition of the hysteresis loop is based is the one

that links the magnetic intensity H(?) to the core excitation currenti, (¢)

i ()N, vp(0)-N,

Ly R, 1

H(t) = (7.5)

wherei,(#) is the current in the excitation winding (primary winding), N, the turns of the

primary winding, R,, a resistance connected in series with the primary winding and vg(?) the
voltage drop on this resistance, while /. represents the effective length of the magnetic path

within the material. The loop is acquired if we record v, (¢) and v, (¢) and, after the appropriate

modifications based on the previous equations, project B(¢) versus H(?).

Derivation of B(f) waveform presents some additional problems compared to what is
necessary for H(¢) because vy(f) must be integrated. Direct integration with the help of the
appropriate electrical or electronic circuit (e.g. an integrator based on the use of an

operational amplifier) is not the best solution, since recording of the loop is almost always
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regarded in a wide range of frequencies and for different parameters each time (e.g. induced
voltage), which means that the components of such a circuit (resistances, capacitors,
integrated circuits) should differ each time. The best solution is to store v,(¢) and vg(¢) and
then process them to draw the loop. Modern high-frequency digital sampling systems, which
incorporate complicated computational operations, usually provide the ability to directly
integrate and display the result during the measurement.

There is one more special attention point about recording the two waveforms, especially
if the frequency is high. It must be ensured that the time delay involved in the information
transmission from the experimental set to the recorder is the same for both channels.
Otherwise the loop will not correspond to reality, something which can sometimes be
visually verified by observing the endpoints of the loop if they happen to be in the saturation
region. In order to minimize this error, the two lines of signal transmission to the recorder
should be identical, that is, with the same length (same inductance), whereas the appropriate
calibration test should be performed at both channels prior to the measurements. The
importance of this test becomes even more crucial when the two signals propagate in
completely different ways, e.g. when the information for i,(f) comes from a current probe
(measurement of current based on Hall effect) and from the signal amplifier in series, since
the electronic part of the amplifier, inevitably introduces a time delay in the transmission of
information. Needless to say that, since high frequency and possibly high harmonic content
waveforms are to be recorded, the capacitance of the sensing instruments (e.g. voltage
probes) should be as low as possible and generally the entire acquisition setup, in all its
stages, to be wide band pass. It is noted at this point that the parasitic capacitance of the
voltage probes is a major phase delay error factor in the measurement of a signal and often
the wide band pass feature does not necessarily mean that over the whole width of this range,
even at the high frequency end, the phase delay is negligible. If one has doubts about the
specifications of the voltage probe he is using, it is advisable to consult the magnitude-phase
diagram (Bode diagram) for its transfer function, when provided by the manufacturer. When
this diagram is not given, the equivalent circuit of the probe may be available, so the user has
to do the analysis himself.

Figure 7.2 comes from the literature [57] and illustrates the general form of a setup for
the recording the hysteresis loop. The excitation source is some circuitry whereby we obtain
the desired voltage or current waveform in the primary. We also see that, if necessary, we can
measure the voltage and the current in the primary with another independent system, to be

able to compare with the main sensing instrumentation.
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Before we close this paragraph we will make a reference to the effect of the eddy currents
on the experimental recording of the hysteresis loop. In all of the previous analysis about the
hysteresis loop we have assumed that the operating frequency, as well as the frequencies of
the major harmonics of the magnetic induction, are in the range in which the specific
conductance of the core material is very low and thus the eddy currents can practically be
neglected (Ch. 2). If the frequency increases beyond this limit (different for each material),
the eddy currents developed force us to alter the study. In the previously presented classic
method of recording the loop, the magnetic intensity is calculated from equation (7.5). The
eddy currents, however, cause their own separate ampere-turn inside the core, resulting in a
magnetic field which, according to Lentz’s law, opposes the externally applied field due to
the current of the excitation winding. The resulting field in any point of the space appears as
the sum of the two. So finally, if there are eddy currents, the real magnetic intensity in the

core material is not given by (7.5) but by [55]:
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of voltage - current data storage
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Figure 7.2: Typical setup to record the hysteresis loop [57].

, do (7.6)

where H,., is the actual value of the magnetic intensity and @ is the magnetic flux in the
cross-section of the core. We may see that in the case of eddy currents, the H resulting from
(7.5) is greater than the actual value. The factor & is a function of the specific conductance

but also of the geometry of the core and for the direct separation of the hysteresis losses from
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the eddy current losses, if we obtain the loop according to (7.5) it is necessary to know it. If
not given, it should be experimentally determined in a way that is not so simple and is based
on measurements in two dimensions on a thin foil of core material [55]. It is certain that, if
the eddy currents are not negligible, the resulting loop from (7.5) is not the actual B(H) loop

and the losses calculated by its area give us the sum Ppy+Pegay [55].

7.3.2. Measurements to record the hysteresis loop

The Electromechanical Energy Conversion Laboratory of the Electrical and Computer
Engineering Department of the University of Patras has been conducting intensive research
since many years on issues related to the study and implementation of electronic power
converters for laboratory or industrial purposes. In the context of these studies there have
been numerous publications of original work in scientific journals and international
conferences. From the accumulated experience it becomes apparent that, whatever the
purpose of developing any system with power electronics, quantities such as the efficiency or
the harmonic distortion of the waveforms of voltages and currents are of immediate interest.
The knowledge of these quantities and some other related data, about which we have made so
far extensive reference, may result if we are aware of the hysteresis loop of the ferrite used in
the magnetic component cores.

Some of the magnetic core materials used to make transformers and inductors are Epcos
N27 and Ferroxcube 3F3 [140], [142]. For these materials, as well as for other commercially
available materials, the manufacturers’ data cover a wide range of values for the parameters
B, fand T (T is the temperature here), in a way not completely satisfactory, since the range of
variation of these parameters is not continuously swept, but only by some discrete values. In
Fig. 7.3 and Fig. 7.4 [131] for example, we see that the specific losses are given by the
manufacturer for only some values of the parameters f'and B,,,,. This means that for specific
operating conditions we have to interpolate in these diagrams, with the accuracy of the result
being, more or less, unknown. Data about e.g. the magnetic permeability are approximate and

only for some specific conditions. For example the quantity of particular interest:

1 AB
My =—"7+

= 7.7
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(amplitude permeability) is given for sinusoidal excitation with B,,,,=200mT, f=25kHz and
temperatures 7=25°C and 100°C. For the effect of the gap on the magnetic permeability, the

well known approximate relation is proposed:
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Figure 7.3: Specific losses versus the

Figure 7.4: Specific losses for various

amplitude of the magnetic induction B,,,, frequency —  magnetic  induction
for a temperature of 100°C, with combinations, as a function of
frequency as a parameter, for the material temperature for the material 3F3 [131].
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where the initial permeability y; is equal to u, for AH—0, that is to say, given by the slope of

the magnetization curve for H—0. If it is u;>>l4/l, from (7.8) the following equation is

obtained:
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It is noted that with the insertion of a gap and since the material does not enter saturation, the
effective magnetic permeability u.; becomes equal to u, and equal to the differential
magnetic permeability u, = dB/u,dH (eq. 1.7) for any point of the hysteresis loop (see e.g.
Fig. 7.6).

It is obvious that we are interested to know the hysteresis loop for the respective
excitation conditions that appear during the operation of the various power converters, in
order to verify the various assumptions we make about the power consumption of the
magnetic components and to see how the gap choice, as well as other design options, affect
their properties. It is noted that if the length of the gap gets a high value, comparable to the
core cross section dimensions (e.g. on an electromagnet or on a magnetic component due to
poor design choices) eq. (7.8) is no more valid and the fringing field appears in such an
extent that it is impossible to accurately predict either the effective magnetic permeability or
the losses, based on any of the models found in the literature.

At first, measurements were made to acquire the static hysteresis loop. The N27 material
loop was measured at low frequency (50Hz) with more emphasis given on examining the
capabilities of the recorder available in the laboratory, as well as the problems encountered in
recording and processing information. Several problems were encountered such as change of
the loop due to core heating in case of delay in measurements, dc-offset in the oscilloscope
channels, slight frequency variations of the grid, correct selection of the oscilloscope
triggering event etc. The metering setup has the general form shown in Fig. 7.1, where the
voltage was supplied by the grid through a transformer and the piece under test to be
measured was an E55 core, around the center leg of which, in the coil former, the primary
winding was placed and above it (externally) the secondary was placed.

The greatest uncertainty in the measurements is due to the precision with which the value
of the shunt resistance for the current sensing is known. The resistor used for this experiment
was a low-inductance power resistor (conductive wire, aluminum shell, Arcol Ltd). Its value
was measured under constant current conditions, with no significant deviation from the value
given by the manufacturer, while there was no significant increase in its temperature during
the experiment. Due to this uncertainty, the necessity to use a current probe at low
frequencies became apparent, without forgetting the potential problems that this method

entails when attempting high frequency measurements. The measurements were taken for
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different supply voltages and for different gap widths. Let’s see some results and some
interesting conclusions which arise.

Figures 7.5 and 7.6 illustrate the hysteresis loops for various excitation levels. The two
loops of Fig. 7.5 correspond to the no gap case, while those of Fig. 7.6 are for /,=0.66mm
(the distance between the two ES55 halves that make up the core is 0.33mm). In the graphs
derived from the oscilloscope, the subdivisions of the axes do not correspond to round
numbers, since the axes are scaled when acquiring the oscillogram based on the measured
voltages, while the conversion to magnetic induction and magnetic intensity units is made
afterwards based on equations (7.4) and (7.5). Moreover, in Fig. 7.6 the graphs have been
moved along the horizontal axis, so that they do not overlap and be distinct. The integration
of the secondary winding voltage is performed directly by the oscilloscope software.

As already mentioned, with a good clamping of the two pieces that constitute the core we
can approximately presume that there is no gap. Thus, for /,=0, we had the opportunity to
observe the change in the form of the hysteresis loop, and in particular the gradual increase in
H, and y,, as the excitation magnitude increased starting from low values (Fig. 7.5). These
changes are not

easily observed if there is a gap, hence H., u, remain constant (except in the case of
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Figure 7.5: Static hysteresis loop of  Figure 7.6: Static hysteresis loop of N27
N27 material for two different  material for several excitation levels.

excitation levels. Measurement on E55 ~ Measurement on ES5 core, with gap
ungapped core, (,=0) (oscillogram). [,=0.66mm (oscillogram).

211



Chapter 7

extremely low excitations), same as the differential magnetic permeability (the slope of the
loop at various points except its tips).

In Fig. 7.7 we see, for a constant excitation voltage, the variation of x, as the gap length
varies. Theoretically, as concluded from (7.4), since the amplitude of the excitation voltage
remains constant, the amplitude of the magnetic induction should also remain constant. In
practice there is a slight decrease in B, as the gap increases (the magnetization inductance
decreases), which is due to the decrease of the excitation voltage due to the increase of the
excitation current and the consequent voltage drop in the power transformer and the shunt
resistor.

The value of the initial magnetic permeability yx; is given in the data sheet with a 20%
tolerance. As we know, gap insertion is a good way to have the effective magnetic

permeability wr (in the following it is g, = u,, ) determined by equation (7.8) or (7.9)

without paying much attention to the exact y; value of the material. The accuracy in

Uefr calculation from the hysteresis loop was verified with an independent measurement of the

B lioic0mmm,
: = =0.22mm ; _
141 mTidiv Jg= 0.44mm

[
v/

H

528 (A/m)/div

7
po I

Figure 7.7: Static hysteresis loop of N27 material for constant excitation and
for various gap lengths (oscillogram).

inductance L of the excitation winding, found equal to the value calculated on the basis of the

expression:
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2
I = ﬂOﬂef/"NpAeff

l (7.10)

eff

It is reminded that N, is the number of turns of the excitation winding. So finally, for the gaps
tested (up to /,=0.88mm), it turns out that (7.9) is generally a bad approximation. The value
given by the manufacturer for x4 is 1800 £ 20% , which means that, for the gaps inserted and
with the given value for /,; of the ES5 core (123mm), the condition p;>>/.4/l, cannot be
considered as satisfactory. Finally, it is also stated that in this case it is important that there is
sufficient clamping force for the two pieces that form the core, so that the length of the gap
remains constant, not affected by the mutual attractive force resulting during operation.
Hysteresis losses, as calculated from the shape of the loop for a constant excitation
voltage, are expected to be independent of the gap width, since B, and H. also remain
constant [124]. This attribute was confirmed for excitation without saturation, with Py
varying, always for constant excitation voltage, to values of about +2% around an average
value and with maximum deviation at +7%. Moreover, almost immediately after recording
each hysteresis loop (so as the core temperature does not increase), simultaneous acquisition
of the current i,(¢) and voltage v,(¢) in the primary winding was performed and with the
assistance of the oscilloscope software the instantaneous power as well as its average value
for an integer number of periods (eq. 7.1) are calculated and displayed. Having in that way

the total dissipated power in the primary and by subtracting from it the ohmic losses

P, = iimst we obtain a value for the hysteresis losses (R, is the resistance of the primary

excitation winding). This value, for a given excitation voltage, generally shows little
fluctuations and deviations from the corresponding nearly constant value obtained from the
hysteresis loop.

Quantities such as B,, H., u, s can be measured directly on the oscilloscope display
since we have the ability to freeze the image and with the help of two cursors we may track
the curve reading their coordinates. It is sufficient to know the conversion coefficients of the
measured current (with the value of the shunt resistance in the primary being known, the
scaling on the screen can be easily adjusted, directly in current units) and of the magnetic
flux into magnetic intensity and magnetic induction respectively. However, the area of the
loop is of our interest too. Furthermore, the waveforms for the power dissipation must be
acquired quickly after the measurement of B,, H.. Hence, we prefer to save the hysteresis

loop curve for further processing, with the cursors at the appropriate positions on the loop, so
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that we can directly measure the power dissipation. As mentioned, converting vz voltage into
i, current units is done easily by the oscilloscope, with the appropriate conversion at the
corresponding channel settings. About the Volt-seconds on the vertical axis, we prefer to
convert them into magnetic flux units later on at the computer processing. The value pairs
(i, @), where @ is the magnetic flux, are stored in two files with different formats, one
suitable for reproduction of the waveforms in the oscilloscope (as shown in Fig. 7.5, Fig. 7.6
and Fig. 7.7) and the other one to input these values into any software, such as Excel or
Matlab.

Thus, a Matlab code was written to read the value pairs file (i,, @) (converted to H, B
values) and some additional information, such as the excitation frequency and geometrical
characteristics of the core. Then it calculates the power of hysteresis losses [mW], the
specific power of hysteresis losses [kW/m’], the specific energy of hysteresis per cycle
[w/cm’cycle], amplitude permeability u,, the inductance L of the excitation winding of the
magnetic component. If the core has a gap, a saturation check is performed by comparing w,
with x4 at a point on the loop with zero magnetic induction.

Since in cases where the frequency is very high we can have a significant effect of the
eddy currents and/or a shape change of the loop, u, is not calculated from eq. (7.7) but by
locating the total chord of the loop. This calculation is done regardless of the position of the
loop on the H—B plane, that is, even if there is a constant term component for the magnetic
induction, as it happens in many applications. The reason is that the ampere-turns of the eddy
currents generally come with a phase shift relative to that of the excitation winding and
therefore in the loop acquired by measuring on the latter one, the points H,,,, and B, do not
coincide (it is reminded here that in the presence of the eddy currents the area of the loop
gives the total specific core losses). Also, regardless of this phenomenon, we generally have a
change in the shape of the hysteresis loop with the frequency (it appears flattened), notably
evident when the gap is absent [38], [75], [85]. One subtle point in building this code is the
check of whether the correct settings have been selected when saving the file with the value
pairs (i,, @), which should also contain the offsets of the oscilloscope channels, necessary for
the correct design of the loop. Hence, in the beginning, if the storage has not been done
properly, a relevant message is displayed, otherwise the offsets are read, some additional

information is skipped and the numerical data is processed.
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In addition to the static loop imprints at S0Hz, the hysteresis loops of the Ferroxcube 3F3
material were also acquired at frequencies from 23kHz to 110kHz. For the excitation of an E-
type core (ungapped), which constituted the piece under test to be measured, we used the
resonant converter presented in detail in the previous chapter. Figure 7.8 illustrates, for
example, the hysteresis loop of Ferroxcube 3F3 material [142] for 23 and 98 kHz, at room
temperature, exactly as it appears on the oscilloscope display. With the input of the recorded
waveform into the Matlab code mentioned above, we were able to verify the data from the

manufacturer about the losses, since at these frequencies the core loss is entirely to hysteresis.
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Figure 7.8: Hysteresis loop of 3F3 material at frequencies (a) 23kHz and (b)
98kHz, as it appears on the oscilloscope display.
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7.3.3. Calculation of the phase error in the experimental determination of hysteresis
losses

We saw in the above presentation the way the hysteresis loop can be acquired by
recording the current i,(#) of the primary excitation winding and the induced voltage v(¢) in
the secondary measurement winding. Moreover, if there is a reason to determine the copper
losses in the primary winding, the hysteresis losses should be subtracted from the total losses
calculated from (7.1).

The relation between H and B is generally not linear, but in many cases can be
approximated as linear. Such cases are encountered, when a gap is inserted in the magnetic
path of the core or when the material used is soft, with a narrow hysteresis loop and a high
value for the ratio By,/B,. In these cases, if one of the two quantities is sinusoidal then the
other one can be considered sinusoidal as well. If, for instance, a sinusoidal voltage v,(?) is
applied to the primary then B(¥), i,(¢) and H(¢) are also sinusoidal time functions and (7.1) is

equivalent to:

P =v i cos@ (7.11)

tot p,rms l p,rms

where 0 is the phase angle between v, and i),.

As the frequency increases, there may be some phase error at both the current and the
voltage measurements. In general, voltage measurements, with the appropriate equipment,
can be very accurate at even high frequencies. Current measurements are more frequently
subject to phase errors. When a Hall effect active current probe is used there will be a delay
at the information taken due to the propagation delay at the probe system and —mainly— due
to the amplifier. Moreover, when a resistor is used to measure the current any slight delay
due to the voltage probe used to measure the voltage is generally supplanted by a signal lead
dependent on the inductive character of the resistor. In literature there is often a contradiction
on the issue of how to accurately acquire current waveforms at high frequencies, as for
example in [38] and [85]. While in [85] it is suggested that the active Tektronix A6302
current probe, in combination with the AM503 amplifier of the same manufacturing company
is suitable for measurements at frequencies up to 80 kHz without significant phase error, in
[38] such an option is categorically rejected and the use of a resistor is applied. This example

indicates that great attention should be paid to this issue and that all possible precautions
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should be taken to avoid a potential phase error, otherwise one can be led to invalid
experimental conclusions.

It is important here to note that for an impedance dominated by one character (here the
ohmic), while a secondary character type (here the inductive) appears as a parasitic
component with very low effect on the normal operating frequencies of the various
impedance analyzers and commercial measurement bridges, this secondary character cannot
be detected by the aforementioned devices. More correctly, in search of the parasitic
character, measurement with these instruments leads to an incorrect indication. This fact,
which is often documented even in the operating manuals of these metering devices, is often
overlooked by researchers. Typical operating frequencies of such metering devices range
from a few tens of Hz to a few tens of kHz.

Differentiating (7.11) we get:

dFy _deosO a0 (7.12)
P cosd

tot

This simple equation indicates that even a small phase error, when @ is close to 90°, leads to a
huge error for the total losses. Given that there is generally an error in determining the phase
difference between the quantities v,(f) and i,(¢), the above finding indicates that it is
preferable (if there such an option) that the loss measurements are taken at operating
conditions of the magnetic component where 6 has a relatively low value and therefore P,
can be measured more accurately.

In the following we show what has to be the correction at the hysteresis loop area when
the measuring method applied to acquire the current and the voltage waveform inserts a
known phase error. According to what was mentioned previously, we assume a case where

both H and B are sinusoidal time functions:

B(H)=B,usin(wf) and  H(H)=H,usin[wt+(7/180)¢p], 90°>¢p>0° (7.13)

where o is the radial frequency. In Fig. 7.9 is the dependence of the hysteresis loop area
E(p) on the phase angle ¢, normalized at the area Ej, corresponding to the case ¢=90°. It is
evident that for ¢p<10° it is an approximately linear relation. Subsequently, we represent the
ratio H,,,/H,. of the maximum value of the field intensity to the coercive field as a parameter

which we call Ky
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Figure 7.9: Normalized area of the hysteresis loop E,/E, as a function of the phase
angle ¢ (eq. 7.13). The area E,, corresponds to p=90°.

Ki=Hyo/H (7.19)

The dependence Ky(p) is plotted in Fig. 7.10. In practice, using this diagram, we can
determine the phase angle ¢ between H and B from the measured H,, and H. in the
experimental loop. What is left is to determine the AEj, correction to the Ej area of the

measured loop (cumulative term) when enters a known phase error Ag:

E, =E,+AE, (7.15)

where Ej,. is the corrected value for the loop area. Given the —by approximation— linearity of
Ej(p) for angles up to ¢p=10°, the grid we see in Fig. 7.11 can be plotted. Each curve of the
grid in this graph corresponds to a value for the experimental angle ¢, as determined from
Fig. 7.10, which can be read at the top of the graph, while the horizontal axis corresponds to

the absolute value |Ag| of the phase error. The correction factor Fg, is given by the relation:

(7.16)
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Figure 7.10: Graph of the relation between the parameter Ky=H,,./H. and the
phase angle ¢.
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Figure 7.11: The absolute value Fg, of the correction to be made to the
experimentally determined area of the hysteresis loop, as a percentage of that (eq.
7.16), for a known phase error Ag.

it is therefore the absolute value of the AE), correction expressed as a percentage of the

measured loop area. When there is a phase lag error in the current measurement the

correction should be added to Ej;, while the opposite is true if it is a lead error. Hence, the

following expressions apply:

Ap<0
Ap>0

=  AE>0 (7.17a)
=  AE;<0 (7.17b)
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It should be noted that in the previous analysis we considered as negligible the phase delay in
the voltage sampling. Otherwise, this should also be taken into account and Ap=0 will only
be valid when both voltage and current measurements are equally time delayed (since voltage
measurement is not expected to lead in any case).

In order to verify the validity of the proposed method of correction of the hysteresis
losses calculated from the area of the hysteresis loop, the hysteresis loop was taken on a
Ferroxcube 3C80 U-I ungapped core. The excitation of the material remained quite far from
the saturation levels. With the use of the resonant converter presented in Ch. 6, the core was
excited with sinusoidal voltage at 11kHz, low enough to ensure that any possible inductive
character of the resistor used to measure the current is negligible. Each time some properly
designed inductors were connected in series to the resistor in order to insert a predetermined
phase shift in the information obtained for i,(f). The relatively low frequency also ensures
that these inductors behave purely as inductances, while the gap they have ensures that their
connection in the excitation winding circuit does not cause any distortion in the current
waveform.

Following this procedure, the hysteresis loops shown in Fig. 7.12 were acquired. Loop (a)
is the actual one, while (b) and (c) have resulted after the introduction of a particular phase
delay Ag at H(?) in regard to (a). In Table 7.1 are the quantities related to the three loops
where, instead of the loop area Ej, is the result in Watts for the hysteresis losses Pjyq, as
calculated from the given loop area for the selected U-I core. Attention should be paid to the
fact that the quantity Ap was calculated (for this specific frequency) on the basis of the
inductance each time connected in series with the shunt current metering resistance, while ¢
for each loop results from Fig. 7.10 based on the Ky value corresponding to the measured
loop. This is the reason why if we subtract between the values of ¢ and the corresponding Ap
values of the table the results are slightly different.

With any of the three loops as a starting point and with the use of the method described
above, the area of any other loop can be calculated with an error that is typically 5% (the

final
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Figure 7.12: Experimental hysteresis loops of the 3C80 grade at a frequency of
11kHz (a) without phase error and (b), (c) with a given phase error Ap>0.

TABLE 7.1
The values of Agp, Kj; and ¢ for the loops of Fig. 7.12, the Py, result for the
hysteresis power loss of the used ungapped U-I core and the calculated losses
Physt caic according to the proposed method, when the reference loop is the one
denoted with brackets.

Loop Ap Ky @ Prysi  Puysicaiclal  Prysicatc[b]  Physicatcl€]
(deg) (deg) (W) (W) (W) (W)
(a) 0 13.7 4.18 12.4 12.60 13.04
(b) 1.9 9.7 5.91 18.8 18.23 18.70
(©) 3.8 7.0 8.22 24.6 23.93 25.00

result for the losses Pjys;caic 15 shown). It is found that this error is not due to some inherent
weakness of the method, but mainly due to the accuracy with which one can read the graphs
of Fig. 7.10 and Fig. 7.11.

Let us describe an example of the correction calculation: Suppose, that the experimentally
measured loop is (¢), and it is known that it is obtained with a phase error Ap=+3.8°. The
result for the losses is Pj,=24.6W and we are looking for the actual, corrected losses. From
H,.x and H, of the loop we find that Kz=7. It is found on the graph of Fig. 7.10 that this
value of Ky corresponds to a phase difference between H and B equal to ¢=8.22°. We
consider in Fig. 7.11, with an approximate, visual interpolation, the curve corresponding to

this ¢ value, which for |A@|=3.8° gives F,, = 0.47 . The corrected value for losses is equal to
24.6:(1-0.47)W=13.04W.
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In order to verify the validity of the proposed correction method for measurements in
cores with gap too, the above experimental procedure was repeated, this time, however, with
the insertion of a gap of a total length /,=0.88mm. If in the previous case considering H(?)
and B(f) as sinusoidal quantities was a good approximation now the deviation is really
negligible. The hysteresis loops are shown in Fig. 7.13 (loop (d) is the actual one here) and
the relevant quantities in Table 7.2. In this case, the error when trying to predict the area of
any of the loops in regard to any of them based on the proposed method typically remains
below 15%.

In the above method of correcting the phase error in the determination of the hysteresis
losses from the hysteresis loop area, H(¢) and B(¢) were considered sinusoidal quantities, the
hysteresis loop was approximated with an ellipse and the whole method was based on the
nearly linear relation between the area of the ellipse and the phase angle ¢ between H and B
for low values of ¢. In a simplified view we can approximate the shape of the loop as an
oblong square. Then, through simple geometrical considerations we end up to the expression:

AE'h A¢ Hmax _A_¢K

E, 9 H. 9 "

c

(7.18)

from which we calculate the AE), correction to the area of the hysteresis loop, given all the
other quantities. After several measurements it has been shown that (7.18) applies only in
those cases where the oblong square can be considered as a good approximation for the shape
of the loop. However, this is only true when the core has a gap and the phase error between H
and B remains very low (1-2 degrees maximum). Therefore, the correction method based on
the graphs of Fig. 7.10 and Fig. 7.11 is more general, whereas (7.18) can be used for a quick

correction calculation only in the special cases just mentioned.
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Figure 7.13: Experimental hysteresis loops of the 3C80 grade at 11kHz frequency
for U-I core with gap [,=0.88mm, (d) without phase error and (e), (f) with some
given phase error Ap>0.

TABLE 7.2
The values of Ag, K;; and ¢ for the loops of Fig. 7.13, the P, result for the
hysteresis power loss of the used gapped U-I core and the calculated losses Py calc
according to the proposed method, when the reference loop is the one denoted with
brackets. Symbol “x” denotes the cases where the corresponding values for Fg, are
outside the area of the graph of Fig. 7.11.

Loop Ap Ky @ Pyt Prysicaicld]  Physicatcl€]  Physi,caiclf]
(deg) (deg) (mW) (mW) (mW) (mW)
(d) 0 67.9 0.844 91 80 100
(e) 0.55 40.8 1.40 134 150 153
® 225 185 312 370 x X

7.4. The effect of temperature on the loss measurements on magnetic

components

7.4.1. General issues
It has already been reported that the eddy current losses, as well as the form of the
hysteresis loop, are temperature dependent and therefore the same applies to total core losses

(see eq. 2.9, 2.10 and 2.11) and magnetic permeability. It is therefore important, that in the
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various experiments the temperature is known, while in most of the cases it is required to be
constant. We have seen that when we want to consider the temperature of the magnetic
component constant and equal to the ambient temperature, we try to make the measurement
in a short time so as to prevent heating due to losses. In other cases the temperature should be
recorded for at least three to four different temperatures, in order to accurately determine the

value of the ratioAT/P,

. » which, as explained in Appendix II, can be considered
approximately constant. Even if it is not possible to measure the temperature some other way,
with knowledge of the above ratio it may be approximately known if the magnetic
component under test has reached thermal equilibrium and the total losses P, have been
determined accurately. It is clarified that the core and winding temperatures in the thermal
equilibrium are considered to be approximately equal (Appendix II). The best method to
measure the temperature of a magnetic component is to place some thermocouples in the
space between the windings and of course between the winding and the core. Surface
measurements generally cannot be accurate, unless the thermocouple in contact with the
magnetic component is covered with some thermal insulating coating, but without
significantly altering the total thermal resistance of the magnetic component to the ambient
(so as not to alter the actual operating conditions). Even so, surface measurements cannot
substitute measurements at the interior of the assembly. The correct approach is to make
measurements at the interior as well as at various points on the surface, in order to have an
overall picture of the thermal equilibrium state. In recent years there is a wide use of optical
means to record the infrared radiation, which give an excellent picture of the temperature
distribution on the surface of the scanned object.

It should also be mentioned that a popular method to determine the temperature of the
winding of a magnetic component is the measurement of its resistance at dc. A measurement
at a known temperature is required before the operation startup and another one after the
thermal equilibrium is reached, e.g. immediately after shutdown, to catch up with the
oncoming temperature drop. The operating temperature of the magnetic component is known
with an accuracy dependent on the accuracy of measuring the resistance change, if the
resistance temperature factor of the conductor is known. As mentioned above, for magnetic
component applications, we can assume with a small error that this is the temperature of not
only the winding but also that of the core.

It is reminded that the temperature dependence of core losses is a function of the

frequency and amplitude of the magnetic induction, different for each material. For some
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narrow range of the above two quantities it may be given by an expression, such as (2.10)
and (2.11), while for some specific values they are usually given by the manufacturer of the
material in the form of some graph, as in Fig. 7.4. As for the temperature dependence of
copper losses, it relates to the properties of copper and the frequency in a way that is

analyzed in the following paragraph.

7.4.2. Calculation of winding ohmic resistance at high frequencies taking into account
the temperature increase

Both during the normal operation of a magnetic component and during experiments to
obtain test measurements it is inevitable that the temperature of the piece under test will
increase due to losses. We have even seen that the faster the measurements are taken, the
lower this increase is and for sufficiently fast processes the temperature can be considered
practically unchanged. In any case, it is undoubtedly useful to know the effect of temperature
on the variation of the ohmic resistance of a winding at various frequencies.

Chapter 3 summarized various approaches for calculating high frequency losses in the
windings of magnetic components, while in Ch. 4 emphasis was given to the classic models
of Butterworth, Dowell and Ferreira. It was found that, for circular cross-section conductors,
Dowell’s model is much more accurate than the other two. Basic parameter for expressing
the dependence of the resistance factor F from the frequency in the various models is the
ratio 7/0 of the conductor radius to the skin depth or the ratio 4/ if it is a foil, with 4 in this
case the foil thickness. However, the skin depth, according to eq. (1.3), is a function of the

specific conductance o, which in turn depends on the temperature 7" as follows:

o =[p,(1+a,AT)]" (7.19)

where py is the specific resistance at the reference temperature 7,,,~=20°C, g, is the resistance
temperature coefficient and AT is the temperature rise above T,.. Specifically for copper is
pcl,,zo=1.694-1078£2m and ar,Cu=3.93‘1073 gradfl. The skin depth therefore increases with
temperature and higher skin depth means that the current density is distributed over a larger
area of the conductor cross-section. That is, since all other parameters remain unchanged,
with increasing temperature the effective cross-section of the conductor becomes higher and
the ohmic resistance may be lower (we will see that this is true only for some ranges of 7/

parameter). Of course, one should not forget about the change in the dimensions of the
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conductor with the temperature, both in the current flow dimension and in the cross-section
area. However, taking into account the value of the thermal expansion coefficient of copper
(0e,c=16.6-10grad ™), after some simple operations, we find that the effect of temperature
on the ohmic resistance due to change of the conductor dimensions (a decrease of resistance)
is very low compared to the corresponding effect through the variation of specific
conductance and consequently the skin depth at high frequencies. The steps one must follow
to correctly calculate the coil resistance at specific temperature and frequency are the

following:

(a) Calculate the skin depth d7 for the given temperature from (1.3) and (7.19).
(b) On the basis of a reliable model for copper losses (e.g. Dowell’s) calculate the value
of the resistance factor F for the particular value of the ratio /4, that is, for /0.

(c) Multiply this value of F with the dc resistance calculated for the given temperature.

The dependence of the skin depth on temperature is plotted in Fig. 7.14, in which the
temperature is a parameter with a step of 20°C, in a family of curves d=4(f).

Steps (a) and (b) can be expressed mathematically by the quantity AFgz:

o (mm) '

0.3

0.25

02 7=120C

0.15-

50 100 150 200 25 f(kHz)

0.1

Figure 7.14: Dependence of the copper skin depth ¢ on the temperature 7. The given
curves correspond to temperatures 20, 40, 60, 80, 100 and 120°C.
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(1+a,AT)- F,{;] .
(i)

which equals the correction to be made to the value of the resistance calculated when the

AFRT:

(7.20)

temperature effect is ignored and is expressed as a fraction of the latter one. Thus, the actual

value R! of the effective resistance at temperature T will be given by:

R;(L}R;f -FI{LJ-(HAFRT) (7.21)
O o

Attention should be paid to the fact that the skin depths d7 and d,¢ refer to the same frequency
but at different temperatures (7 and 20°C respectively).

In Fig. 7.15(a) we see the resistance factor Fr as a function of 7/, as calculated by
Dowell’s model, with parameter m the number of layers. This graph corresponds to a copper
winding at 7=20°C and a layer filling factor #=0.75. From the analysis presented in Ch. 4 we
know that for filling factor values higher than 0.75 Dowell’s model has a very low error.
Moreover, with a dashed line, the resistance factor is plotted for the case of a straight isolated
conductor (skin effect).

In Fig. 7.15(b) is the temperature correction factor AFyr corresponding to the F values
obtained from Fig. 7.15(a) (i.e. for #=0.75), expressed as a percentage of them. The
correction given in this figure refers to a typical increase in temperature by AT=50°C above
the reference temperature 7,,~20°C, while Fig. 7.15(c) corresponds to AT=80°C. Figure 7.16
shows the corresponding graphs for 7=0.85.

We observe that at relatively low frequencies the increase of R, is predominant and the
effective resistance increases (compared to the case 7=20°C). At higher frequencies there is
an increase in the skin depth and thus the effective resistance decreases if m>1. Finally, for
very high frequencies, an increase in resistance is again observed, which, above some value
of r/0 1s almost constant, independent of the number of layers, similar to that obtained for an

isolated conductor with only the skin effect present.
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However, maybe the most important remark is that in the frequency band where usually
lies the basic harmonic of the current waveform of a magnetic component, that is, at
frequencies for which 7/ is approximately equal to unity or even slightly lower, the
resistance decreases by about 10-15% if m>2. For values of the number of layers m
approaching 10 this decrease does not change significantly with increasing m and the same is
true for m>10, as readily apparent from the relevant investigation. We also observe that by
increasing the number of layers, the value of the 7/ ratio at which the minimum AFgr
appears is decreased. What is not obvious from Figures 15(b) and (c) and 16(b) and (c) is the
slight shift of this minimum toward higher /6 values when the filling factor # increases.
Finally, it should be noted that the change in the effective resistance is more significant as the
temperature increases, but in practical applications magnetic component temperatures above

80°C are generally not expected to occur.
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Figure 7.15: The result of Dowell’s model for Fi considering that 7=20°C (a), as well as

the correction to be made at these values for temperatures 7=50°C (b) and 7=80°C (c),
when #=0.75.
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Figure 7.16: The result of Dowell’s model for F; considering that 7=20°C (a), as well as
the correction to be made to these values for temperatures 7=50°C (b) and 7=80°C (c),

when #=0.85.

230



Chapter 8

CHAPTER 8

RECAPITULATION - CONCLUSIONS

8.1. Recapitulation

This dissertation deals with a number of issues directly or indirectly related to the
optimization of the design of magnetic components for power electronic applications and the
effort to increase the positive factors, with special attention always given to the increase of
the efficiency and power density. In order to make the minimization of losses feasible, the
appropriate theoretical and practical tools are required for their accurate determination in
existing magnetic components, but also for their pre-calculation prior to component
fabrication, during the design process. Equally important is the ability to determine critical
quantities related to parameters necessary for the application of various models found in the
international literature.

Fundamental objectives of the dissertation are the formulation of a new model for the
precise determination of high frequency copper losses in magnetic component windings with
random arrangement of conductors, the analysis of some two-dimensional effects (edge effect
in layered windings and proximity effect in windings with hexagonal conductor arrangement)
that occur at high frequencies and contribute significantly to the determination of the
effective resistance, as well as the development of a device and a methodology for taking
reliable experimental measurements on magnetic components. Of course, an important goal
too, but at the same time a necessary background for the achievement of the other goals, is
the analysis of the literature related to the issue of losses in magnetic components.

At the beginning of the dissertation there is an introductory presentation of the physical
effects that take place in magnetic components. In a simple and comprehensive way the
fundamental principles governing the development of eddy currents in conductors under the
action of a changing magnetic flux are described, as well as the way that this leads to the
appearance of the skin and proximity effects in conductors that carry high-frequency
currents. Furthermore, the hysteresis effect in ferromagnetic materials is described

qualitatively. In the following are listed, as found in literature, various attempts to describe
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and quantify the impact that these effects have, with special emphasis on the issue of the
power losses they cause during the operation of magnetic components. The classic models for
the magnetic hysteresis and the general forms of the expressions commonly used to calculate
the core losses are listed, as well as the classic models for calculating the copper losses, but
also some different types of approaches, which are based either on analytical solutions or on
investigation with finite element software.

Then, with finite element software as the main tool, a detailed investigation is made of
the issues related to copper losses in windings that consist of successive layers of conductors.
The application limits of the classic models are fully clarified, the deviations of their results
from those of the simulations are presented and the reasons for the failure of these models to
correctly predict the losses for high frequencies and low values of the filling factor are
explained. The edge effect in layered windings is investigated and the increase in losses at the
fundamental operating frequency of the magnetic components as well as their decrease at the
harmonic frequencies is quantified, while the extent that this effect takes place in the
windings as a function of the various geometric parameters and frequency is presented in a
descriptive way. Finally, the issue of winding losses is investigated in the case when the
round cross-section wires comprising them are positioned in a hexagonal fit, instead of the
typically examined square fit that we find in the international literature.

Consequently, a new model is proposed for the calculation of copper losses in windings
of magnetic components that present a random arrangement of their conductors. The
proposed expression results from the statistical analysis of a large amount of result data from
simulations with software that applies the finite element method. The three parameters of the
model are directly known to the designer of the magnetic component and hence its
application can be implemented very easily by simply replacing their values in the given
expression. The fact that the selected geometric parameters for the expression of losses are
constant quantities that are easily measurable with great accuracy is brought out as an
important advantage of the model that leads to the determination of the final result with very
small margins of uncertainty. For the designer who wants to make even easier calculations,
oriented just to the fundamental operating frequency range of a magnetic component, an
approximate low-frequency expression is provided which also, indirectly demonstrates the
physical consistency of the new model in this frequency range. Experimental confirmation of
the proposed model is performed for winding geometries, such as those commonly found in

industrial and laboratory applications.
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Then, in order to offer through the dissertation a complete proposal for reliable
measurements, we seek for a way to achieve excitation of magnetic components with high
frequency sinusoidal voltage. The purpose of this search is to bypass purchase of commercial
devices, which, in addition to a number of technical disadvantages, have a very high cost.
After an overview of the topologies that can drive an LC circuit to forced resonance
conditions, the current-fed push-pull topology is selected as the most appropriate. The
specific converter that is finally proposed is analyzed in depth, in terms of its operating
conditions, as they are determined by the values of some constructive parameters, which are
related to both the oscillator power circuit and the electronic control circuit. The analysis
shows that the values of these parameters are of critical and interrelated importance, both for
the expansion of the range of possible operating frequencies, as well as for the reduction of
the harmonic content of the output waveform and for the possibility to maximize the output
power. The converter manufactured in the present dissertation makes feasible the supply of a
magnetic component with sinusoidal voltages of 1MHz frequency and amplitude of several
hundred volts, with a harmonic content that is practically negligible.

Finally, there is a presentation of some ways to perform measurements on magnetic
components and determine their losses, as well as the values of various parameters related to
the magnetic properties of the core. Since phase errors during the record of the voltage and
current waveforms are unavoidable, with the most important one that of the current
recording, some methods of restraining them are proposed, as well as methods to correct the
result when the quantity measured is the area of the hysteresis loop. For those cases where
the temperature of the magnetic component varies, it is explained that, at high frequencies,
the ohmic resistance of the windings may appear either increased or decreased due to an
increase in temperature. Furthermore, the appropriate equations are listed for an easy
correction of the value of the effective resistance when it is calculated by any model for

copper losses at high frequencies, taking into account the variation in temperature.
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8.2. Contribution of the dissertation — original elements

The contribution of the present work in the field of optimizing the design of magnetic
components in power electronic converter applications is summarized in the following

points:

1. A new analytical model is developed for the accurate calculation of copper losses at high
frequencies for magnetic components the windings of which present a random
arrangement of the conductors of which they are comprised. A key feature of the new
experimentally confirmed model is its simplicity, both in the formulation of the final

expression and in the practical determination of its three parameters.

2. Through the detailed investigation of the effect of selected geometric parameters, as well
as of the frequency, on ohmic losses of layered magnetic component windings, the
accuracy of the results and the application limits of the classic models, on the basis of

which these losses are estimated, are determined.

3. The edge effect in layered windings that consist either of copper foils or round cross-
section conductors and carry high frequency currents is analyzed and its impact on the

total winding resistance is quantified.

4. For windings that consist of round cross-section conductors the effect of the hexagonal
conductor arrangement on the effective resistance is analyzed, taking into account the

filling factor.

5. The design and assembly of a resonant converter fed by a current source is performed.
The converter is suitable for use as a high frequency sinusoidal voltage source for
magnetic components, in order to support measurements on them. The result of the
theoretical and experimental study of the converter is the appropriate dimensioning of the
components in the two circuits (power and control), so that it is possible to optimize its
performance, with maximum amplitude and minimum harmonic content of the output
voltage, as well as maximum possible operation frequency range. The operation of the
converter is achieved at frequencies exceeding 1MHz, satisfying at the same time the
former requirements of minimum harmonic content and maximum output voltage
amplitude. The operation of the converter is analyzed in depth, both theoretically and
experimentally and a series of technical suggestions are provided related to the

implementation of its assembly.
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6. The various error factors that alter the result of the loss measurements on magnetic
components at high frequencies are studied in detail. Some methodologies are proposed
for the correction of the result in the determination of the hysteresis losses, when there is
a phase error in the acquisition of the waveforms of the magnetic intensity and magnetic
induction, as well as in the determination of the effective winding resistance when there

1s a variation in temperature.

Generally, it can be stated that, through the results and conclusions contained in this
work, on the one hand the promotion of scientific knowledge on the subject of losses in
magnetic components is achieved and on the other hand a complete book is provided, which
contributes significantly to the support of the optimal design of magnetic components in

power electronic applications.
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Symbols — Abbreviations

SYMBOLS — ABBREVIATIONS

In this section the various symbols and abbreviations used in the dissertation are listed,
together with the corresponding explanations, in alphabetical order, first those of the Latin
and then those of the Greek alphabet. Basically, fundamental quantities are given, while in
many cases quantities which result as derivatives of the previous ones through simple
mathematical expressions found within the dissertation are omitted. As in the dissertation, the
vector quantities appear in bold characters. After the explanation of each symbol —
abbreviation, in curly brackets is the number of the chapter in which the specific symbol
appears for the first time in the sense given to it in the corresponding explanation (“A”
represents the appendixes) and in brackets are the units of the corresponding quantity in the
international system of units S.I. (unless it is a dimensionless quantity or a quantity without
standard dimensions but dependent on the values of other variable quantities).

As can be seen from the contents of the table below, in a limited number of cases within
the dissertation, the same symbols correspond to different quantities. This is due to the fact
that many of them come from the international literature and an effort has been made to
maintain here the symbols used in the original works. However, thanks to the references
made and to the clear definition of the quantities within the text, but also with their
explanation in this section, any confusion is avoided. In just a few cases, in order to avoid
even a minor possibility of confusion, it was considered appropriate to use symbols in the

dissertation different from those found in the original works.
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Symbols — Abbreviations

TABLE OF SYMBOLS

A. Symbols from the Latin alphabet

AN RR

=

ac:

Agpy:

B, B or B():
Bmax

Bmax,opt:
Bna Bl:

b,:

Proportionality constant between /; and M (Preisach model) {2}
Proportionality constant (Jiles — Atherton model) {2}

Coefficient that correlates the specific core losses with temperature {2}
Constant when calculating the product area AP {A.Il}

Constant when calculating copper losses {A.Il}

Area of one turn of the measuring winding {7} [m?]

Vector potential {4} [T-m]

The vector potential component in the z direction {4} [T-m]

The factor of the n-th cosine term of a Fourier series {A.IV}

Alternating current. Although it normally has a more general meaning, here it
is used to describe electric quantities with sinusoidal variation in time {1}
Effective cross-section area of a magnetic component core {7} [m?]

Thermal expansion coefficient {7} [grad™]

Area product {A.IT} [m*]

Resistance temperature coefficient {7} [grad™]

Magnetic component window area {A.Il} [m?]

The constant term of a Fourier series {A.IV}

Determination constant of the hysteresis loop (Jiles — Atherton model) {2}
Correlation coefficient between the specific core losses and the temperature
{2} [grad™]

Maximum possible distance between two conductors (parameter) {4} [m]
Parameter that determines the bounding condition when calculating the
coordinates of conductors in a random arrangement winding {4} [m]

Magnetic induction (magnetic flux density), vector— magnitude{1}[T]
Amplitude of the magnetic induction {7} [T]

Optimal value of the magnetic induction amplitude {A.Il} [T]

Normal and tangential (to a surface) component of the magnetic induction {4}
[T]

The coefficient of the n-th sinusoidal term of a Fourier series {A.IV}
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by:

B,
Bsat:
B,, B):

Bx,maxa By,max:

C:

Ca, Cbi
Ccl, CC’II

Ce, C.

e.

Cu

Cut

DFRI

Symbols — Abbreviations

Value of the parameter (bond) b for which a random distribution of N,
conductors is ensured to fit in a cross-sectional area Xx ¥ {4} [m]

Remanent magnetization / residual magnetism (magnetic induction) {1} [T]
Saturation magnetization (magnetic induction) {1} [T]

Components of the magnetic induction in the x and y direction {4} [T]

The amplitudes of By, B, respectively {4} [T]

Correlation coefficient between specific core losses and temperature {2}
[grad”]

Auxiliary (resonant) capacitors {6} [F]

Proportionality constants for the classic specific eddy current losses {2}
Proportionality constants for the excess specific eddy current losses {2}

Proportionality constant for the specific core losses {2}

Main (resonant) capacitor {6} [F]

The coefficient of the n-th term of a Fourier series when this is expressed only
in cosine terms {A.IV}

Correlation coefficient between specific core losses and temperature {2}
Correlation coefficient between specific core losses and temperature [grad™]
Correlation coefficient between specific core losses and temperature [grad™]
Proportionality coefficient for the specific hysteresis losses {2}

Proportionality coefficient for the specific eddy current losses {2}

Electric displacement (vector){1}[Cb/m?]

Determinable constant (Globus model) {2}

Duty cycle of a periodic pulse current {3}

Duty cycle of the power switches {6}

Solenoid diameter {4} [m]

Diameter of a round cross-section conductor {4} [m]

Power diodes of the resonant circuit {6}

Direct current. Although it normally has a more general meaning, here it is
used to describe electric quantities with a value invariable in time.

Vector differentials of length and surface respectively {1} [m]

Distance of the edge of a winding from the core yoke {4} [m]

Relative variation of the resistance factor of a winding due to the edge effect

{4} [m]
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DFRaI

EhZ

Ehci
Ehoi

e, é;, €y.

ER, Esi

F(¢):
Feyu:
FEA:
Fgy:

Somax:

FRI

Symbols — Abbreviations

Relative variation of the resistance factor of a conductor array due to the edge
effect {4} [m]

Distance (copper-to-copper) between successive layers {4} [m]

Distance between primary and secondary winding {4} [m]

Distance between the under study secondary winding and the outer leg of the
core {4} [m]

Percentual deviation of the result of a simulation from the average resulting
from the results of three simulations {5}

Distance (copper-to-copper) between adjacent turns of one layer {4} [m]

The base of the naperian logarithms (=2.71828...) {1}

Electric field intensity {1} [V/m]

Deviation of the new model for the winding losses with random conductor
distribution from the simulation results {5}

The hysteresis loop area assuming that H(¢f) and B(f) are approximately
sinusoidal functions {7} [A-T/m]

Corrected value for the hysteresis loop area {7} [A-T/m]

The hysteresis loop area for 90° phase shift between H and B {7} [A-T/m]

The unit vectors in a cylindrical coordinate system {4}

Error of the one-dimensional analysis with respect to the results of FEA, for a
winding with round and square cross-section conductors respectively {4}
Frequency {1} [Hz]

Statistical distribution of the angle ¢ (Stoner—Wohlfarth model) {2}

The copper filling factor in the cross-section of a winding {5}

Finite Element Analysis

Absolute value of the phase correction in the hysteresis loop area expressed as
a percentage of it {7}

Maximum possible proper operation frequency of the resonant inverter control
circuit {6} [Hz]

Resistance factor. Expresses the increase in resistance of a conductor carrying
a sinusoidal current of a given frequency with respect to its resistance at
constant value current conditions {3}

Resistance factor of a conductor at the n-th harmonic frequency of a periodic

current waveform {3}
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FR,p, Frs:

F R, skin-

FRtZ
FEA .
J

model ,
Frol

FI‘.'iTJ‘. EF:

R

FI‘.'iTJ‘. EF.
Ra .

Ft'.'i:]'.:u: EF.
j: .

without EF.
'F;?n *

Jres:
fs:
S

G:
g
g(FCua V/Cs)I

H, Hor H() :
H:
H, H.:

=

o

=

Symbols — Abbreviations

Resistance factor of the primary / secondary windings {5}

Resistance factor of a straight isolated conductor of round cross-section under
the influence of the skin effect (sinusoidal current) {A.I}

Resistance factor of a turn of round cross-section solid conductor {5}

Resistance factor, as it results from FEA {4}

Resistance factor, as it comes from one of the three classic models for copper

losses {4}

Resistance factor of a winding under the act of the edge effect {4}

Resistance factor of a conductor array under the act of the edge effect {4}
Resistance factor of a winding without the act of the edge effect {4}
Resistance factor of a conductor array without the act of the edge effect {4}
Self-resonance frequency (natural frequency) {6} [Hz]

Switching frequency {6} [Hz]

Boundary frequency that, in the design of a magnetic component, separates the
spectrum in the saturation avoidance region and in the overheating avoidance
region {A.Il} [Hz]

Term describing the proximity effect (Butterworth model) {4}

Determinable proportionality constant (Globus model) {2}

Corrective function of adjustment of the base equation to the numerical data,
in the new model for windings with random conductor distribution {5}

Ratio of the parallel equivalent resistance to the inductive reactance of a
resonant inductor {6}

Magnetic field intensity, vector— magnitude {1} [A/m]

Term describing the skin effect (Butterworth model) {4}

Local effective magnetic intensity, vector — magnitude (Jiles — Atherton
model) {2} [A/m]

Demagnetizing force or coercive force {1} [A/m]

Conductive foil thickness (in x dimension) {3} [m]

Cross sectional side length of the square cross-section conductor{4} [m]

Demagnetizing force of a particle (Preisach model) {2} [A/m]
Average value of 4. for all the particles (Preisach model) {2} [A/m]

Intensity of the local interaction field {2} [A/m]
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Hmax:
Hreal:

hopi:

i, i(?):

[cmi

1, de-
i eddy-

[hi

max ,
I

[n,rms:

ip():
Iyes

Lresp:
Ls:

] rms *
I
I, total*

J, J:
Js

Symbols — Abbreviations

Amplitude (maximum value) of the magnetic intensity {1} [A/m]

Magnetic intensity in the magnetic material in the presence of eddy currents
{7} [A/m]

Optimal conductive foil thickness (in a winding) {3} [m]

Electric current {1} [A]

Current in the main capacitor {6} [A]

The direct component (constant term) in a periodic current waveform {3} [A]
Direct current source of value 1. {6} [A]

Ampere-turns of eddy currents{1}[A]

The high value in a rectangular periodic current pulse {3} [A]

Amplitude of the n-th harmonic component in a periodic current waveform

(3} [A]

RMS value of the n-th harmonic component in a periodic current waveform
{3} [A]

Primary winding current {5} [A]

Resonant current (rms value) {6} [A]

Amplitude of the resonant current {6} [A]

RMS current value {3} [A]

RMS value of the time derivative of the current {3} [A/sec]

Constant current (from a current source) {6} [A]

Total current {1} [A]

Conductivity current density, vector / magnitude {1} [A/m?]

Imposed currents— power sources (Opera 2D) {4} [A/m’]

The component of J; in the z direction {4} [A/m?]

Currents from external circuits (Opera 2D) {4} [A/m’]

The component of J, in the z direction {4} [A/m’]

Constant when calculating the product area AP {A.I1}

Ratio of the delay in the control circuit response to the resonant period {6}
Parameter for determining the effect of the eddy currents on the value of the
magnetic intensity {7} [A/V]

Ratio of the amplitude of the magnetic field to the coercive field {7}
Waveform factor {A.II}

Proportionality constant in the calculation of the core losses {A.Il}
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K1, Kzi

[
[
La, Lbi

La,p, Lb,pi

La,s; Lb,s:

L,

Lac,skin:

MMEF:

Symbols — Abbreviations

Proportionality coefficients for the classic and the excess specific eddy current
losses respectively {2} [(W-sec®)/(m’T?)] and [(W-sec'”)/(m’T')]
respectively

Conductor length {A.I} [m]

Solenoid length {4} [m]

Resonant inductances {6} [H]

Resonant inductances in the parallel equivalent circuit of the resonant
inductors {6} [H]

Resonant inductances in the series equivalent circuit of the resonant inductors
{6} [H]

Conductor self-inductance under sinusoidal current conditions {1} [H]
Self-inductance of a straight, isolated conductor of round cross-section under
sinusoidal current conditions {A.I} [H]

Effective magnetic path length (in the magnetic material of the core of a
magnetic component) {2} [m]

Gap length (in a magnetic component core) {2} [m]

Inductance of an inductor in the series and in the parallel equivalent circuit
respectively {A.V} [H]

Inductance of high value {6} [H]

Resonant inductance connected to the inverter output {6} [H]

Average turn length of a solenoid winding {4} [m]

Leakage inductance coefficient (or leakage inductance) of a transformer {4}
[H]

Magnetization, vector {1} — magnitude {2} [A/m]

Magnetization in reversible changes {2} [A/m]

Saturation magnetization {2} [A/m]

Particle magnetization (Preisach model) {2} [A/m]

Total number of layers of a winding{3}

Number of primary / secondary layers {5}

Magnetomotive force {3} [A]

Number of winding turns of solid, round cross-section conductor {5}

Total number of strand turns in a winding with stranded conductor {5}

Index for determining the location of a layer of conductors in a winding {3}

Order of the harmonic component of a periodic waveform {3}
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phi, he):
P,

Pb(ba FCM):

Pcl: Pex:
Pcui
PCu,w:

P eddy-
P hyst:

Physt,calc:
P Fe-

Pv,hyst:

D1, P2, p3:

Ry

ac *

Symbols — Abbreviations

Number of strands in a stranded conductor {5}

Number of turns of a stranded conductor {5}

Number of turns randomly distributed over a given cross-section Xx Y when
b=b, {4}

Number of primary and secondary winding turns respectively {5}

Specific losses in a magnetic core {2} [W/m’]

Primary winding {5}

Ratio of the capacitance of the main capacitor to that of the auxiliary capacitor
{6}

Statistical distribution of #4;, 4. (Preisach model) {2}

Eddy current losses in current carrying conductor windings {3} [W]
Possibility for a random distribution of conductors with copper filling factor
F¢, to occur when the bond value is b {4}

Classic and excess specific eddy currents losses respectively {2} [W/m’]
Copper loss power (ohmic losses) {3} [W]

Copper loss power of one winding {A.II} [W]

Eddy current losses {7} [W]

Hysteresis losses {7} [W]

Corrected value for the hysteresis losses {7} [W]

Core losses {7} [W]

Throughput power {A.Il} [W]

Loss power in the resonant inductors

Total loss power (copper and core) in a magnetic component {7} [W]

Specific eddy current losses {2} [W/m]

Specific hysteresis losses {2} [W/m”’]

Constants in the expression of the new model for copper losses in windings
with random conductor distribution {5}

Radius of the magnetic globule (Globus model) {2} [m]

Radius of a round cross-section conductor {1} [m]

Effective conductor resistance to a sinusoidal current {1} [Q]
Effective conductor resistance to a sinusoidal current, at temperature 7' {7}

[€]
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Rac, skin-

Rdc,st—t:
RDCLI:

Rej:

RLZ
Rio, Rip:
R[I

Riac:
R,
P

R,

Ta, Tbi

Symbols — Abbreviations

Resistance of a straight isolated round cross-section conductor under the
action of the skin effect (sinusoidal current) {A.I} [Q]

Conductor resistance in constant value current conditions (dc resistance) {1}
[€2]

dc resistance of a winding at temperature 7=20°C {7} [Q]

Primary / secondary winding dc resistance {5} [2]

dc resistance of one of the strands of a stranded conductor {5} [Q]

dc resistance of one turn of one of the strands of a stranded conductor {5} [Q]
Resonant DC Link Inverter {A.II}

Effective conductor resistance for a random periodic current waveform {3}
[€2]

Load resistance {6} [Q]

Parallel equivalent resistances of the resonant inductors {6} [€2]

Transformer short-circuit resistance, at a given frequency, referred to primary
{55 [Q]

Low frequency short-circuit resistance {5} [Q]

Shunt resistance for the current measurement {7} [(2]

Radial coordinate in the cylindrical coordinate system {4} [m]

The effective resistance of a conductor to a sinusoidal current with a frequency
equal to n times the fundamental frequency of a periodic current waveform
{3} [Q]

Resistance of an inductor in the series and in the parallel equivalent circuit
respectively {A.V} [H]

Resistance of the (primary) excitation winding {7} [€2]

Thermal resistance {7} [grad/W]

Secondary winding {5}

Distance (center-to-center) between adjacent turns of one layer (winding pitch)
{4} [m]

Total integration surface {1}

Time {1} [s]

Temperature {2} [grad]

Period of a periodic signal (=/™") {1} [s]

MOSFET power transistors of the resonant circuit {6}
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Symbols — Abbreviations

t.: Time interval (there are two in a period) during which both semiconductor
switches are off {6} [s]

ta: Response delay of the control circuit {6} [s]

taas Lap: Delay (with respect to the zero of the output voltage) in the turn off of the
semiconductor switches T, and T, respectively {6} [s]

t Fall time of a current pulse {3} [s]

Ty: That part of the period of a rectangular current pulse during which the current

has its high value {3} [s]

ton: Conduction time of a power switch component in a period {6} [s]

ty Rise time of a current pulse {3} [s]

Tt Reference temperature (=20°C) {7} [grad]

ts: Turn off time of a semiconductor switch

Vi, Va: Voltage at nodes A and B respectively {6} [V]

Ve: Direct voltage source with value V;. {6} [V]

Vip: Maximum voltage encountered on a diode {6} [V]

Ves: Voltage between the gate and the source of a MOSFET {6} [V]

Vy: Output voltage of the resonant inverter {6} [V]

Vop: Amplitude of the output voltage of the resonant inverter {6} [V]

V(D) Primary winding voltage {5} [V]

Vips Von: Amplitudes of the sinusoidal functions that determine the voltage across a
MOSFET and a diode, respectively, when both MOSFETs are off {6} [V]

vr(?): Voltage on the shunt resistance {7} [V]

Vs Constant voltage source (variable) {6} [V]

v(?): Secondary voltage {5} [V]

Vip: Maximum voltage encountered on a MOSFET {6} [V]

W Width of a conductive sheet (in dimension y) {4} [m]

W Energy of hysteresis losses per unit volume {1} [J/m’]

X: The direction perpendicular to the y direction of the axis of symmetry of a

magnetic component {1}

X: The thickness of the winding with random distribution of the conductors {5}
[m]

x(f): Exponential coefficient of determination of the specific core losses {2}

x(f, T): Exponential coefficient of determination of the specific hysteresis losses {2}

x" Exponential coefficient of determination of the specific hysteresis losses {2}
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Xe, X1
Xp, X
Vi

Y:
():
W, 1):
y

Ye:

Yp: YS‘
Y.

z:

Z,:

Symbols — Abbreviations

Winding thickness, at the edges and faces respectively (corners and sides of
the cross section), of a coil former for a core with a middle leg of rectangular
cross section {5} [m]

Primary /secondary winding thickness {5} [m]

The direction of the symmetry axis of a magnetic component with cylindrical
symmetry {3}

The width of the winding with random distribution of the conductors {5} [m]
Exponential coefficient of determination of the specific core losses {2}
Exponential coefficient of determination of the specific eddy current losses
{2}

Exponential coefficient of determination of the specific hysteresis losses {2}
Distance in the y direction, inside the copper, from the edge of a winding with
copper foils {4} [m]

Primary /secondary winding width {5} [m]

Rectangular cross-section window width in a magnetic core {4} [m]

The direction perpendicular to the x—y plane {3}

Output impedance {6} [Q]

B. Symbols from the Greek alphabet

K

S = = > 8

5201
511

AFRTZ

Constant (exponential) in the calculation of the core losses {A.Il}
Coefficient related to the skin effect (Butterworth model) {4}
Constant (exponential) in the calculation of the core losses {A.II}
Determinable constant (Globus model) {2}

Coefficient related to the proximity effect (Butterworth model) {4}
Skin depth {1} [m]

Skin depth at temperature 7' {7} [m]

Skin depth at temperature 7=20°C {7} [m]

Skin depth at the fundamental frequency {3} [m]

Variation (peak-to-peak) for periodic variation of the magnetic induction B
{2} [T]

Percentual temperature correction in the value of the resistance factor {7}
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Symbols — Abbreviations

Variation (peak-to-peak) for periodic variation of the magnetic intensity H {2}
[T]

Percentual deviation of the low frequency approximation from the full
expression for the losses in random distribution conductor windings {5}
Reduced (with respect to J) optimum thickness of the n-th layer of a
conductive foil winding {3}

Reduced (with respect to J) optimal thickness of conductive foil winding
layers {3}

(Absolute) dielectric constant {2} [F/m]

Equation or expression (of the dissertation){3}

Relative dielectric constant{2}

Dielectric constant of vacuum (=8.854-107'%) {2} [F/m]

Layer filling factor {3}

Percentage of window filling (in the y direction) in conductive foil winding
{3}

Primary / secondary winding filling factor {5}

Definition angle of the separating membrane between the two magnetic
domains in a magnetic globule (Globus model) {2} [rad]

Coefficients related to the proximity effect (Butterworth model) {4}

Ratio to the off time of the semiconductor switches to the resonant period {6}
Positive constants when N, Y, f, r are constant {5}

(Absolute) magnetic permeability {1} [H/m]

(Relative) amplitude magnetic permeability {2}

(Relative) differential magnetic permeability {1}

(Relative) effective magnetic permeability {2}

(Relative) initial magnetic permeability {1}

Relative magnetic permeability {1}

Magnetic permeability of vacuum (=4z107) {1} [H/m]

Appendix (of the dissertation) {Symbols — Abbreviations}

Specific resistance at 20°C {7} [Qm]

Specific conductance (conductivity) {1} [(Qm)™]

Distribution width (standard deviation) of the distribution F(¢) (Stoner—

Wohlfarth model) {2} [rad]
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O¢, Oj.

Symbols — Abbreviations

Integer index to determine the relative position of a conductor array {4}
Distribution widths (standard deviation) for 4. and A; respectively (Preisach
model) {2} [A/m]

Magnetic flux {7} [V-sec]

Angle between the axis of preferred particle orientation and the external field

(Stoner—Wohlfarth model) {2} [rad]

Average value of ¢ for the total of the particles (Stoner—Wohlfarth model)
2} [rad]

Phase angle of the n-th harmonic component of a periodic waveform {3} [rad]
Phase shift between quantities H and B {7} [deg]

Radian (or angular) frequency {3} [rad/sec]

Radian (or angular) frequency of the n-th harmonic of a periodic waveform
{3} [rad/sec]
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APPENDIXES

APPENDIX I

The skin effect in an isolated round cross-section conductor

For a straight isolated round cross-section conductor of length /, with cross-section radius
r, carrying a sinusoidal current of frequency f and made of material of electrical conductivity

o and magnetic permeability u, the ohmic resistance is given by the equation:

[ ber(q)bei'(q) — bei(g)ber'(q)
Rac,skin = 2 . 2 (al)
V2mos | [ber' ()] +[bei'(9)]
In this equation it is:
q= ﬁ and o= ! (3.2)

o onyf

where 0 is the skin depth. From (a.1) it results for the resistance factor due to skin effect

Fg skin that:

(a.3)

dc

e R _a {ber(q)bei'(q)—bei(q)ber'(q)}
Roskin =R 2 [ber' ()] +[bei' (¢)

where Ry.=l/om” is the resistance of the conductor at dc. Correspondingly, if L, in 1 the
inductance factor of the conductor at frequency f, its inductive reactance is given from the

equation:

COL ac,skin

_ / {ber(q)ber'(q) + bei(q)bei‘(q)} (a.4)
NEY o0 [ber' ()] + [bei'(¢)[ .

where w=2zfis the radian frequency. For 7/0>5 the following approximations can be made:
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Rac skin r a)Lac skin r
Taeskin ~ T 1026 and ekt~ T 02 (a.5)
R, 25 R, 25

The calculation of the quantities that appear in the right-hand side of the equations (a.3) and
(a.4) can be facilitated by using the following expressions for the real and the imaginary part

of the first order Bessel function:

= X 1 x 4k: 3 x* x® 3
ber(x)_;(_l) ((2k)!)2[2J o T Raes (a.62)
) < i 1 RN x° x'
Ny~ | A = _ - .6b
bei() = 2, (=1 ((2k+1)!)2(2j 7 (246) (246810) (269

At this point it is necessary to quote the expansions of the second order Bessel functions

appearing in (4.9):

_m_k | z4k+4:l£4_L£8
berZ(x)_kZ::;( D (2k+1)!(2k+3)!(2j 6(2) 720(2) e (a.72)

' © " 1 £4k+2:_l£2 L{ﬁ_
belz(x)—;(—l) —(2k)!(2k+2)!(2j 2(2J +48(2j +... (a.7b)

Their first order derivatives with respect to x are represented as ber’, bei’, ber,’, bei,".

266



Appendixes

APPENDIX II

Optimal design of magnetic components

The optimal design of the magnetic components cannot be implemented otherwise than
taking into account at the same time the core and winding losses, with parallel attention being
given to achieving the required value for the inductance, but also to the minimization of the
leakage inductance and parasitic capacitance. All this, of course, must be done with the
prospect of minimizing the negative factors (e.g. volume, weight, cost and construction time,
audio and electromagnetic noise to the environment, etc.) and maximizing the beneficial
parameters (e.g. efficiency). In the following we will see some ways to treat the design of a
transformer or an inductor as an overall problem.

As presented in chapters Ch. 2 and Ch. 3, the efforts of the several theoretical studies on
the subject of losses in magnetic components focus on how to describe in a simple and
understandable way effects that in their physics are particularly complex. These efforts are
considered successful when the result is a model the parameters of which are easily derived,
it is simple to use (always in combination with the capabilities of modern computers) and can
accurately describe the various specific effects. The final goal of all these is the optimal
choice, by the magnetic components designer, of the core material and shape, of the operation
switching frequency, as well as the other parameters related to the winding, in order to
maximize the throughput power density and the efficiency, while minimizing the volume and
the cost. Compromises between these conflicting requirements lead to the final optimal
choices, always under the fundamental requirement of keeping the temperature within
acceptable limits. The above design logic of a magnetic component has to take into account

all the factors involved (i.e. the core, the winding, but also the rest of the device).

The first thing to consider when designing a magnetic component is that the frequency
must remain below a threshold beyond which the losses increase excessively and in an
unknown way. In chapters Ch.1 and Ch.2 are mentioned some of the reasons for such a
restriction. Such reasons are the abrupt increase in eddy current losses above a specific
frequency, the development of standing electromagnetic waves in the core volume and the
capacitive currents in the winding which, in non-sophisticated constructions, begin to create
problems of losses and current oscillations from relatively low frequencies (a few hundred

kHz). Moreover, problems such as the gyromagnetic resonance of the elementary magnetic
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dipoles’ spin and the resonance of the magnetic domain walls occur at frequencies as low as
some MHz. Hence, we conclude that for power converter applications, it is difficult to exceed
frequencies of the order of 2MHz without resorting to specific design solutions, such as e.g.
the printed circuit magnetic components [34], [35], [90], [92], [93]. Of course, this does not
mean that the classic design methods have no application at these frequencies, but, due to the
additional effects that take place, the theoretical analysis of the loss variation with the
variation of several parameters is not easy, thus the design follows the trial and error
procedure of successive tests based on empirical rules, even in the development of industrial
products.

There is an increasing dependence of the losses on the frequency, but also on the
amplitude AB of the magnetic induction. Hence, by increasing the frequency f, AB must be
reduced for the losses to be kept below a desirable limit. Determination of this may come
under the requirement of maximum efficiency. However, in applications where the power
handled is of the order of a few hundred watts (e.g. power electronic supplies), it is more
important to minimize the volume and this requirement goes (among other things) through
the need to keep the supply device temperature at reasonable levels. Otherwise one has to
install various cooling devices, of natural or forced heat dissipation, resulting in a significant
increase in volume and weight. It is noted here that, in such a device, the components that
mainly suffer from temperature rises and to which special attention must be paid are the
magnetic components and the semiconductor power components.

It is observed [17], [18], [25], [68] that in a given transformer, the final temperature in the
thermal equilibrium state, is approximately proportional to the total amount of losses in it and

independent of the P¢,/Pp. ratio of copper losses to core losses, i.e.:

AT

—— =~ constant = Ry, a.g8
PCu + PFe t ( )

The symbol Ry, for the value of this ratio comes from the term “thermal resistance”, since it
has dimensions of thermal resistance, as this is defined in physics.
Furthermore, the throughput power Py, in a switched-mode power supply transformer is

given by the general formula [17], [18]:

ljth ~ N ’ Aejf -AB- f PCu,w/Rejf (3.9)
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the exact expression of which (the proportionality constant) differs depending on the type of
converter and the applied waveforms. In (a.9) 4y is the effective cross-section area, AB is the
amplitude (peak-to-peak) of the magnetic induction in it, while N, R,y and Pc,,, are the
number of turns, the effective resistance (eq. 3.8) and the copper losses respectively, of a
transformer winding (e.g. the primary). Equation (a.9) must be combined with the appropriate
expression for the core losses as a function of AB and f, such as e.g. (2.9) and based on the

conclusion (a.8) it should be required for the temperature rise not to exceed a specific value.

When designing a magnetic component, it is quite common for the prototype, as it results
after various computing approximations, to be an unsatisfactory model. This requires a
second attempt and probably even more, until the final result has the desirable characteristics.
In laboratory - test applications, where the required specifications are probably not very strict,
this procedure may yield the desirable result after a couple of tests, while in an industrial
application the designer has to spend more time to achieve the optimal design.

For example, from the calculation of the leakage induction in an transformer with E type
core, the logical conclusion is that a winding with fewer layers and therefore a tall and narrow
window results in lower leakage induction [12], [19], [132] (see also Appendix III) and lower
copper losses at high frequencies [24]. It is also known that with the use of a toroidal core the
previous two quantities are minimized [45], [131]. However, in practical applications, the two
above tactics are rarely adopted and this is because the problems they create are often more
than the benefits they offer. It is obvious that in an electronic device the transformer is
probably the bulkiest object and therefore it is imperative that its dimensions remain as small
as possible. Moreover, the toroidal core does not allow for the insertion of a gap, since it is
commercially available as a single piece, while it has the additional disadvantage that it is not
suitable for multiple winding design trials, since the winding and removal of the conductors
are quite cumbersome procedures. We do not have the same problem in E cores, because the
winding is usually placed on a plastic coil former that can be removed and repositioned very
easily. In order to reduce the leakage inductance and for a better behavior at high frequencies,
one ends up with options such as, for example, the placement of a core with a cylindrical leg,
the appropriate successive interleaving of the windings, as well as other tricks, more or less
known the engineers involved in the study, design and assembly of power electronic devices.

As a second example, we will mention the case of designing an inductor to be used as a

choke in a dc-to-dc Buck converter. In this converter the main concern of the designer is the
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stability of the output DC voltage. This is ensured by a large value L of the choke inductance.
However, the maximization of L leads to a massive design, with increased losses too. On the
other hand, a reduced value of L, leads to the requirement for high value and (for a given
voltage) large size bypass electrolytic capacitors. These large capacitors face problems of
mechanical strength, especially under the influence of vibrations and thus often require
special installation (e.g. with the addition of elastic materials). Moreover, if the construction
of the inductor has not been sufficiently careful or its design has not been correctly
calculated, it may exhibit parasitic capacitances, which, in combination with the capacitances
of the semiconductor components and the parasitic inductances, may lead to unwanted
voltage oscillations on the various components, but also in the output voltage. But something
like that, leads to the necessity of additional lower value capacitors at the output (e.g.
polypropylene capacitors), but also the placement of more, lower value, bypass capacitors
instead of a few higher value ones.

These were some simple examples in order to make it clear that the construction of a
magnetic component cannot be a task independent of the implementation of the rest of the
circuit. Even after compromising between the several requirements for an overall optimal
performance (taking into account all the loss factors), the final options may have completely
different criteria (e.g. cost and ease of construction). Further below, we will refer to the
theoretical analysis of the correlation between the core losses and the winding losses which
are inextricably linked and therefore, for an optimal design, they are considered as a total.

A widely used method (McLyman method [76], [125], [132]) for the design of inductors
and transformers is based on the observation that, for a given core, the area A,y of the
effective cross-section of the core and the area A4,, of the window available for the placement
of the windings can be correlated with the parameters of the device according to the

expression:

va
AP= A 4, = (K—J (a.10)

max

where AP is called the area product. Coefficient K is a combination of different constant
quantities, V4 is the apparent power and « is a constant. Given the required power, for a
specific operating frequency, the selection of B, is based on the maximum allowable

specific losses in the core, so that the temperature does not exceed a certain limit and using
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(a.8) we select the core. A typical value for them is 0.25 W/cm®, although depending on the
size and material of the core, their value can range [93] from 0.1 W/cm® (large cores) to 1
W/em?® (small cores). It remains for the number N of the winding turns to be determined from

the known equation [123]:
Vrms:]<w]\/vamaxAeﬁr (al 1)

where K,, is the voltage waveform factor (e.g. K,,=4.44 for a sine-wave and K,,=4 for a
square pulse train [68]). The above method may take into account the increase in the winding
losses due to eddy currents. For this purpose, a sufficiently accurate value for the R.4/R,. ratio
is required (eq. (3.8), (3.15) and (3.16)), which is incorporated in K.

We will now check out the results of a study on the correlation between core and winding
losses [68], which ends up to some important conclusions about the ratio of the two losses
under the optimal operating conditions of a magnetic component. Similar results are found in
[124], [143]. In a given, generally narrow, frequency range and for a fixed temperature, the

total core losses can be approximated by an expression of the form:

P, =K f‘Bl. (a.12)
where the constants K, a, f are different for each material, while K, also contains the core
volume. After a series of reasoning steps and considering equal current density in all the
windings (primary and secondaries) if it is a transformer, it follows that the copper losses are

given by the equation:

a
P Cu = f‘zT (313)
where a is a constant that incorporates the exact value of the R, resistance of the windings
and the ratio R.;/R,. at frequency f, the window copper filling factor and the waveform factor
K,, of the current. After some mathematical operations it follows that, for a given frequency,

when the magnetic induction takes the value for which will occur minimum losses, it will be:
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(a.14)

u e

P, :%PF

while respectively, for a given magnetic induction, it comes that, at the frequency that we will

have the minimum losses, it will be:
P =—P, (a.15)

From the previous it becomes clear that the well-known equation Pr.=P¢, for the operating
conditions of maximum efficiency, refers to the special case that in (a.12) is a=f=2, a
condition which is generally not valid or applies approximately. An illustrative example is the
Ferroxcube 3F3 grade [133], for which the exponents @ and b get the values 1.6 and 2.5
respectively for frequencies from 20 to 300kHz, while they are 1.8 and 2.5 for frequencies
from 300 to 500kHz. For the 3F4 ferrite grade of the same manufacturer a and b get such
values that in some frequency ranges the ideal ratio Pg./Pc, is of the order of 0.2, thus
providing the possibility of a design with fewer turns compared to a design with some other
core material.

For each operating frequency there is a value B,,..0p for the amplitude of the magnetic
induction for which, in normal operation, the total losses are minimum. The amplitude B,
should be chosen as high as possible, so that the final design has the minimum possible turns,
and therefore a minimum leakage flux, but it must remain well below the saturation levels of
the material. A choice of about 10% below By, is typical to ensure that, even in transient
phenomena, the core will not enter saturation (some converters require a larger difference).
Therefore, if the calculated B op 15 greater than 0.9B,,, either another core should be
selected or a magnetic induction of about 0.9B,,, should be applied, but without the optimal
design of the magnetic component that could result with the use of this core. Thus, for every
core, there is a frequency fr below which it is Bax 0p>0.98,4 and therefore the optimal design
is impossible, so the details of the construction are determined by the requirement to avoid
saturation. It is a fact, however, that as the frequency increases in the frequency range beyond
frwhere we can achieve optimal design, gradually arise the various other problems, which we
have already mentioned, while the profit in throughput power is low. Hence, in practical
applications, the switching frequency is finally selected at a value close to f7. We must also

remember that in some resonant topologies (e.g. resonant inverters with dc coupling —
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RDCLI) the frequency varies with the load, making it practically impossible to optimally
design the magnetic components [65].

In closing this paragraph, we must mention the great contribution of the use of computers
in the procedure of optimal design of magnetic components and power electronic converters
in general. Given the huge number of parameters to consider, it is important to be able to use
circuit simulation software, in which a model or a methodology for calculating the losses can

be incorporated in the form of an equivalent circuit [21], [33], [86], [61], [64].
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APPENDIX III

Leakage flux in a transformer, MMF diagrams

The leakage flux in a transformer is that part of the magnetic flux that does not
completely flow through all the windings and therefore does not contribute 100% to the
magnetic coupling between the primary and secondary. In the simple example where the
primary and the only secondary are wounded around the middle leg of an E or P type core,
one inside, close to the leg and the other externally, above the previous one (Fig. a.l), it is
obvious that the flux through the middle leg is 100% coupling flux. As we run the inner
winding outwards, the flux in these regions partially connects the two windings, while the
flux in the external winding region is purely leakage flux. In the rest of the free space of the
window (if the window is not filled with copper along its entire width in the x direction) the
flux, although generally not zero, can be considered negligible.

This is a typical quantity of transformers for which various methods of calculation and
representation have been proposed, together with corresponding equivalent circuits for the
transformer. In the classic and most widely used equivalent circuit, conventionally, it appears
divided into primary winding leakage and secondary winding leakage [152]. At some high

frequency applications, the leakage inductance is an important factor that lowers the upper

)’T e

Figure a.1: Approximate representation of the path of the flux lines of the magnetic field at the
cross section of a transformer the primary (p) and secondary (s) of which consist of three layers
each, each of which carries a total current i. With y the symmetry axis of the winding (and of the
core, if it is a P type core) is indicated and with Y,, the width of the window.
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limit of the possible operating frequencies or leads to unwanted oscillations, combined with
various parasitic capacitances and thus an effort is made to keep it low. In other cases, it is
combined with the capacitive components of the transformer to produce a resonant circuit in
resonant inverters, without the need to externally connect additional capacitances and
inductances [105], [117], [122], [154]. In high power transformers of the grid, it is mainly the
leakage that suppresses the short-circuit currents and therefore it is attempted not to be too
low during their design.

The leakage flux that penetrates the copper of the windings is responsible for the increase
of the copper losses at high frequencies, as it leads to the induction of eddy currents in them.
The leakage flux that occupies the copper volume decreases as the frequency increases, but
this is generally a low percentage of the total leakage flux and therefore this reduction does
not particularly interest magnetic component designers.

With some simple calculations [12], [19], [24], [45] it results that the leakage inductance
is lower in a transformer with a high window and a few layers compared to a corresponding
transformer of low window and many layers. The assembly of transformers with a high
window, however, is generally not desirable. If some leakage decrease is required, a design
solution is the appropriate interleaving of the primary and the secondaries, which also reduces
the eddy current losses.

The first term in (4.3), which expresses the skin effect, is much smaller than the second
one, which expresses the proximity effect, even if m=1, where m is the number of layers in
the part of the winding under study (portion), which extends between a zero MMF point and
another one of maximum MMF. Thus, we can say that the losses are approximately
proportional to the square of the number of layers.

In the set of figures of Fig. a.2 we see the MMF diagrams for various cases of
interleaving of the two windings, primary and secondary, without any concern here about
whether the layers consist of conductive foils or round cross-section conductors. It is obvious
that in the layers located in areas of high MMF the development of eddy currents is more
intense and consequently the increase of the effective resistance is greater. Thus, layers

located in areas of high MMF have higher values for the resistance factor F.

275



p p S S S
©l|@® | |®]|®
I ] i 3 -
MMF
3i B
P 7 7 N N
{; _i H : ’—E\ -
(@)
p S p S p S
» ® . XI|®O[®
J —i I i i
MMF
2i
0 L
(b)
S 8 p p S S
R |® (@ ¢ R |®
2 = ¢ : —3i =3i
4 4 3 3
MMF
15i
0.5i B
0 /
05141 N\ 4
1sidi \_/

(©)

Appendixes

Figure a.2: MMF diagrams for various cases of interleaving, in a transformer
consisting of a primary (p) and a secondary (s) winding.
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If there is no edge effect (§3.4.2 and §4.5) turns of the same layer present the same resistance
factor, which is obviously equal to the resistance factor of the layer. Correspondingly, in a
winding portion extending between zero and maximum MMF, in which the various turns or
layers are connected in series and carry the same current, the effective resistance is the sum of
the effective resistances of the various turns or layers and the factor resistance is equal to the
average of their resistance factors [9], [12], [47]. Obviously, this does not apply to parallel
connected windings in which case the known effective resistance calculation models do not
apply. From the comparison between Fig. a.2(a) and Fig. a.2(b) it becomes qualitatively
obvious that a change in the arrangement of the layers can lead to lower overall losses. From
(4.3) it easily results that it is more efficient to select six portions with m=1 each, instead of
two portions with m=3.

Correspondingly, the arrangement of the windings shown in Fig. a.2(c) is preferable (in
terms of minimizing the losses) compared to one that would keep the three layers of the
primary and the four layers of the secondary separated. We also see in Fig. a.2(c) that a part
of the winding may contain a half-integer number of layers (here the primary is divided into
two parts with one and a half layers each), i.e. the zero point MMF is located within a layer.
In this case nothing changes in the analysis, except from the exact expression that gives the
result for the resistance factor F [12]. For a large number of layers, however, the relative
difference from the result of rounding to the nearest integer number and using (4.3) or even of
directly using (4.3), with m now the half-integer number, is small.

So far it was considered that the frequency is not very high and the current density is
constant inside the copper at the various points of the winding cross section, hence the MMF
changes linearly with respect to x inside the copper. However, for higher frequencies, for
which the skin depth becomes comparable to the thickness of the conductors (in the x
dimension), the situation is different: The current within a conductor tends to concentrate in
the areas of high MMF (Fig. a.3(a)) and the MMF diagram is not a linear function of x within
the layers (Fig. a.3(b)). Within a layer, appear currents with a phase shift of up to 180° and
the field inside the copper (hence the MMF) can take very low, almost negligible values and
thus the magnetic energy inside the copper is reduced significantly. Instead, in the general

case, the areas between the layers can be considered as areas of constant MMF.
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Figure a.3: For frequencies at which the skin depth becomes comparable to the
thickness of the conductors the current density is increased in the areas of high
MMF, which is no more a linear function of x.
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APPENDIX IV

Fourier analysis of a periodic function

Suppose that the function f{x) is periodic with period 7. Then, it can be expressed in the

form of an expansion from the Fourier series:

T

n=1

f(x):a—2°+2(an cos 2n7zx+bn sin 2”ij (a.16)

where the Fourier coefficients a,, b, and aj are given by the expressions:

2nmx

a, = %Jj f(x)cos T dx (a.17a)
b, :% [ f(x)sinznT’“dx (a.17b)
ay = % [ f@dx (a.17¢)

and therefore the constant term a,/2 in (a.16) gives the average of fix). With a few

operations, we conclude that (a.16) can be written alternatively as follows:

f(x):a—20+2cn cos(z’;’“mnj (2.18)
n=1
where:
¢, =— tan‘(b—”] and c, = L = i (a.19)
an

EEHERS
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APPENDIX V
R-L networks

In this section, with the application of some elementary complex analysis, we show that
for an ohmic — inductive impedance we can have equivalent representations with an R-L
network, either in series or in parallel.

So, let’s consider the following two impedances:

Z —R j L Zp_(Rp// LD)_ pj P
=R, Wl — w —

p p

(a.20)

Provided that it is not =0 or w=o0, we can demand for these two impedances to be equal in
magnitude and phase. Equating the real and the imaginary parts of these two impedances

results in:

2 2
B R, (L)) I RL,

= =—_r 7 (a.21)
2 2 s 2 2
R, +(wL,) R, +(awL))

A

Thus, for given w, if R, and L, are known R, and L, may be directly calculated from (a.21). In
the case when the components of the series connection are known and those of the parallel

connection are requested, they result from the respective relations:

R’ +(alL,)’ R} +(aL,)’
R, = R L,= 'L (a.22)
while, either from (a.21) or from (a.22), we can easily see that it is:
L R
O - (a.23)
R, oL,

Moreover, on the basis of (a.22) the observation made in Ch. 6 is supported, according to
which if it holds that R<<wL, or equivalently R,>>wL, then, without significant error, we

can make the approximation L,= L.
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SUMMARY

Power electronic converters are used in a wide range of both low and high power
applications. Most of these converters include magnetic components (transformers —
inductors), the power losses of which determine in a major degree their efficiency. It is
therefore very important to the power electronic converter designers to have available the
proper theoretical models and experimental methods for the accurate determination of the
magnetic component losses in order to make optimum design choices and achieve an

effective energy saving.

The present work has a twofold goal:

a) To investigate the phenomena affecting the copper losses in windings that consist of
conductor layers and to develop a new model for the calculation of copper losses in
round cross section conductor windings with random distribution of these
conductors in the available core window area.

b) To develop a complete methodology of making experimental measurements on
magnetic components, through the investigation of the several measurement error
factors and to design a resonant converter suitable for the excitation of magnetic

components with high frequency sinusoidal voltage.

In the first part of this thesis (chapters Ch. 1, Ch. 2 and Ch. 3) there is a general
description of the physical phenomena that take place in magnetic components when a
periodically time variable current flows through them, i.e. magnetic hysteresis and eddy
currents at the magnetic core material and skin as well as proximity effect at the windings,
which are due to the development of eddy currents in them. Moreover, there is an overview
citation and critical review of the most important by now theoretical works on these issues

which are also widely used for the calculation of the losses related to them.

In the second part of this thesis (chapters Ch. 4 and Ch.5) there is at first a short review of
the three classic models for the calculation of copper losses in windings made of layers and
then a finite element software is utilized for the investigation of the accuracy and field of
application of each of them. It is shown that Dowell’s model is much more accurate and that
the declination of the models from the real (according to simulations) results are due to their

inherent inability to properly take into account the two-dimensional distribution of the
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magnetic field and the current density when the frequency increases or when the filling factor
value decreases.

The edge effect in layered windings with either round cross section or foil conductors is
investigated and a qualitative as well as quantitative description of its effect on the effective
resistance is given, showing that there can be an increase in it only at frequencies close to the
fundamental frequency of the current waveform. There is also a study about the geometrical
extent of the edge effect in the winding volume and it is concluded that the winding is
generally affected only on its outer parts, a fact that minimizes the possibility for a hot spot to
appear.

Moreover, for layered windings with round cross section conductors, a study is carried
out about the difference in the effective resistance between the cases of square and hexagonal
fit schemes and it is shown that in the second case there can be an appreciable power loss
reduction.

Following this work, is the development of a new model for the calculation of copper
losses in round cross section conductor windings with the several turns placed with a random
manner in the available core window area, which is a common design choice. For the
derivation of the new expression a computer aided curve fitting process has been applied on a
large amount of numerical data coming from finite element simulations. The final equation of
the model is simple and incorporates only three easily determinable parameters, directly
related to known constructive parameters. It is shown that the new expression can also be
applied in the case of stranded wire windings. Its sensitivity to the winding height
measurement errors is investigated and a low frequency approximation is proposed. At last,

the new expression is validated with experimental measurements.

The first work presented in the third part of this thesis (chapters Ch. 6 and Ch. 7) is the
design and construction of a resonant converter suitable for the excitation of magnetic
components with a clearly sinusoidal voltage of high frequency (up to IMHz) and amplitude
of several hundreds of volts, at several tenths of Watts power level, for the implementation of
experimental measurements. The theoretical and experimental investigation of the factors
affecting the converter performance reveals the interrelated importance of the design choices
in the resonant tank and the electronic control board and leads to the proper component
selection in both these circuits so as to expand the operating frequency range, minimize the

harmonic distortion and maximize the amplitude of the output voltage.
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Following that, there is a description of the methods available to measure the power
losses of magnetic components and acquire the hysteresis loop of their magnetic cores. The
several error factors are analyzed and measurements are taken in order to determine the
power losses and monitor the hysteresis loop of ferrite materials at several frequencies. Some
methods are proposed for the correction of the measured hysteresis losses, if these are
determined from the area of the hysteresis loop, in the case of a known phase error when
recording magnetic intensity or magnetic induction. At last, the reduction with temperature of
ohmic resistance at high frequencies is explained and some indicative graphical examples are
given for the correction in its calculated value for some typical magnetic component

temperature rise values.
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